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Abstract 

The ambiguous sentences Homonyms and Homophones become a big problem when processed by 

computers. From these problems, a Novelty was found; the Novelty created a system that was able to 

recognize ambiguous sentences of Homonyms and Homophones. The process that the system runs for 

the first time is to test the proximity of the ambiguous sentences entered with the data set; from this 

process, the ambiguous sentences entered can already be recognized as the meaning of the sentence. 

The resulting result is how many per cent the level of similarity. Then the results are processed with 

the fuzzy ontology method. The results of the Fuzzy Ontology are low similarity level, moderate 

similarity level, and high similarity level. The method used to analyze this research is the confusion 

matrix, the precision results obtained were 92%, recall was 100%, and accuracy was 96%. In the 

future, this research can be used to refine translation results in a translation system. 
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1. Introduction  

The Pandemic COVID-19 disasters had significantly hit various human sectors, such as health, 

psychological, and education sectors (Prakmukti, et al., 2020; Pramukti, et al., 2022; Prakoeswa, et al., 

2021; Munir and Pandin, 2022). Today the impact of Post COVID-19 is exacerbated by the many 

disasters that have occurred, thus adding to the situation on the community, especially the learning 

process on students (Isnaini, et al., 2022; Pandin, et al., 2021; Waloejo, et al., 2022; Ketut, et al., 2019). 

The unexpected impact of pandemic COVID-19 situation, especially in the field of education, 

encouraging the use of digital technology has massive impact on students learning process Rahim, et al., 

2019; Batiari, et al., 2022. The potential performance of the language translation system can be help 

during this condition. 

Ambiguous sentences are sentences that have multiple meanings. There are three types of 

ambiguous sentences, namely homophones, homonyms, and homographs (Fakih, 2022; Peters, 1979; 

Husain & Asghar, 2017; Cronk, 2001). This study discusses Homonym and ambiguous homophone 

sentences. Homonym-ambiguous sentences are ambiguous sentences that have the same pronunciation 

and spelling while the meaning is the same. Homophone ambiguous sentences have the same 

pronunciation but different spelling and meaning (Ramadhani, et al., 2020; Kamowski-Shakibai & 

Cairns, 2020). 

Homonymous and homophone-ambiguous sentences are not a big deal when processed and used 

to communicate with other human beings, but sometimes it takes a little longer to understand 

homonymous and Homophone ambiguous sentences (Dalrymple-Alford, 1984; Eviatar, et al., 2023; 

Bustamin, et al., 2016). When a computer processes ambiguous sentences, there will inevitably be errors 

in meaning because the computer cannot understand the words that form an ambiguous sentence, 

Homonym and Homophone. 
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Currently, there is no research on the introduction of ambiguous sentences with homonyms and 

homophones. Currently, existing research only discusses word similarity and translation systems. There 

is no research that specifically discusses the meaning of ambiguous sentences with homonyms and 

homophones (Khisamova, 2020). 

Based on the discussion above, a Novelty was found. Novelty is creating a system of interpreting 

ambiguous sentences with homonyms and homophones. To realize this Novelty, this research creates a 

system of interpreting Homonym and ambiguous homophone sentences with fuzzy ontology. 

The system-built works by testing the Similarity between the test data (Homonym ambiguous 

sentences/ Homophones) and the data set (Homonym ambiguous sentences/ Homophones) (Khisamova, 

2020; Fasko, 2016). The meaning of the sentence being tested is determined from the highest level of 

Similarity; the level of Similarity is displayed in the form of a percentage. A percentage form is a crunch 

number which is difficult to understand. Fuzzy Ontology is used to change the crunch number. Fuzzy 

Ontology converts crips numbers into Categorical numbers. The categorical numbers are low, medium, 

and high Similarity (El-Sappagh, 2015; Zhai, et al., 2008; Abou-of, 2020). 

An analysis needed to determine the success rate of this system, to determine the success rate of 

this system, Confusion Matric is needed (Gokul, et al., 2017). With the Confusion Matric, the level of 

accuracy, precision, and recall can be known. After being analyzed, the meaning of ambiguous 

homonym sentences has a precision value of 92%, recall of 100%, and accuracy of 96%. while, the 

ambiguous meaning of Homophones has a precision value of 96%, recall of 96%, and accuracy of 96%. 

Meanwhile, judging from the almost equal amount of precision, recall, and accuracy, the meaning of 

ambiguous sentences of Homophones and Homonyms can be said to be successful. 

From these results, it can be concluded that the Fuzzy Ontology method can be used to analyze 

Homonym ambiguous sentences and Homophone ambiguous sentences. This research can later be used 

to improve the performance of the language translation system. 

 

2. Material and Method 

Homonym and Homophone ambiguous sentence meaning system utilizes similarity to determine the 

level of similarity of the test data with the data set. The results of the similarity are then converted into 

categorical numbers using Fuzzy Ontology (Zhai, et al., 2008; Lv, 2010). The following is a simple 

description of the system. 

 
Figure 1. Flowchart of the meaning of ambiguous sentences of homonyms and homophones 

 

Input ambiguous sentences Homonyms and Homophones 

Sentences that are inputted are homonym and homophone ambiguous sentences, homonym 

ambiguous sentences are ambiguous sentences that have the same pronunciation and spelling, while 

the meaning is the same. Homophone ambiguous sentences have the same pronunciation, but different 

spelling and meaning (Peleg, et al., 2016; Wang, et al., 2023; Taladngoe & Esteban, 2022; Kadem, et 
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al., 2020). The following are examples of ambiguous sentences that are inputted Homonyms and 

Homophones. 

Table 1. Ambiguous Sentences Homonyms and Homophone 

ID Homonym/ Homophones ambiguous 

sentences 

Ambiguous Kind 

1 I bought a water hose to water the plants 

(Aku membeli selang air untuk menyiram 

tanaman) 

Homonim 

2 I'm saving tomorrow at the East Java bank. 

(Aku besok menabung di bank Jatim) 

Homophone 

 

The sentence in table 1 may have a double meaning because the sentence is included in the 

ambiguous sentence Homophones and Homonyms. In order for the sentence to be understood the 

meaning of the sentence must be tested for its similarity with similarity_PHP. 

 

Similarity 

 After inputting ambiguous sentences of Homonyms and Homophones, the sentences are then 

tested for similarity with the data set of ambiguous sentences of Homonyms and Homophones (Cronk, 

2001; Ochs, 2011; Zhou & Zhang, 2008). The following is a data set of Homonym and Homophone 

ambiguous sentences. 

 

Table 2. Homonym and Homophone Ambiguous Sentence Data Set 

 

Id Homonym/Homopho

ne ambiguous 

sentence 

Ambiguous word Ambiguous 

Kind 

Meaning 

1 aku membeli selang 

air di toko (I bought 

a water hose at the 

shop) 

Selang (hose) homonym A device for 

dispensing 

water 

2 Selang satu jam dia 

langsung melahirkan 

(Within an hour she 

immediately gave 

birth) 

Selang 

(interval) 

homonym Pause 

3 Saya menabungkan 

gaji di bank (I place 

my salary in a Bank) 

Bank (Bank) Homophones Place to 

save money 

4 Bang tolong 

ambilkan bukuku di 

meja (Brother please 

get my book in the 

desk. 

Bang (Brother) Homof 

Homophones 

Brother 

  

 The entered sentences are then matched with the data set, the method used to match is 

similiarity_PHP. The result of interpreting ambiguous sentences with similarity_PHP is the percentage 

of similarity between ambiguous sentences and the data set. The meaning of the entered sentences is 

taken from the percentage of similarity of the test data with the data set of ambiguous sentences 

Homonyms and Homophones. The following is the result of the similarity of the test data with the data 

set. 
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Table 3. The Meaning of Homonym and Homophone Ambiguous Sentences with Similarity 

Id Test Data for 

Homonym/Homopho

ne Ambiguous 

Sentences 

Homonym/ Homophone 

Ambiguous Sentence 

Data Set 

Meaning Ambiguous 

Kind 

Percentage 

1 Aku membeli selang 

untuk menyiram 

tanaman (I bought a 

hose for watering 

plants) 

aku membeli selang 

air di toko (I bought a 

water hose at the 

shop) 

(Water dispensing 

device) 

Homonym 61.97 % 

  Selang satu jam dia 

langsung melahirkan 

(Within an hour she 

immediately gave 

birth) 

Pause Homonym 40.00 % 

2 Aku besok menabung 

di bank Jatim 

(Tomorrow, I'm 

saving at the East 

Java bank) 

Saya menabungkan 

gaji di Bank (I save 

my salary in the bank) 

Place to save 

money 

Homopho

ne 

59.70 % 

  Bang tolong ambilkan 

bukuku di meja 

(Brother please get my 

book on the table) 

Brother Homopho

ne 

26.87 % 

 

Sentences that are underlined are sentences that have the greatest percentage of similarity, so it 

can be concluded that the test data sentences have the same meaning as the sentences underlined. For 

example, the sentence "I bought a water hose at the store" has the same meaning as the sentence "I 

splash water with a long hose" the percentage of similarity between the two sentences is 61.97%. 

From these results it can be concluded that the test sentence has the meaning of a means of distributing 

water. 
 

Fuzzy Ontology 

Fuzzy Ontology is in charge of detailing the results of the meaning and converting the crips 

numbers into categorical numbers. With the aim that the results of the meaning of ambiguous 

sentences Homonyms and Homophones are easy to understand. Fuzzy Ontology divides the level of 

similarity with the membership function into 3 parts, namely low, medium, and high (Zhai, et al., 

2008; Abou-of, 2020; Wang, et al., 2022). The following is an explanation of the three membership 

functions. 
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Figure 2. Membership function of ambiguous sentences Homonyms and Homophones 

 

The Fuzzy Ontology Membership function is used to change the crips number resulting from 

matching data sets and test data. The fuzzy number membership function used has 3 levels first low, 

second medium, third high. Each of these membership functions has different equations, here are the 

similarities (Maeda, 1994; Gustian, et al., 2020). 

Low Membership Function 

The similarity value can enter into the low membership function if it is in the range of 50-70. A 

more detailed explanation of the low membership function is in equation (1). 

                                                                                                                              (1) 

Currently Membership Function 

 The similarity value can enter into the Currently membership function if it is in a range of 60-

80. A more detailed explanation can be seen in equation (2). 

                                                                                                            (2) 

 

High Membership Function 

The similarity value can enter into the High membership function if it is in a range of 70-90. A 

more detailed explanation can be seen in equation (3). 

                                                                                                        (3) 

The membership function is used to convert the crips number into a categorical number. The 

purpose of changing the number of crips to be categoric so that the results of the meaning of 

ambiguous words are easy to understand. A more detailed description of the process can be seen in the 

table below. 

 

Table 4. Homonym Ambiguous Meaning with Similarity and Fuzzy Ontology 

Id Test Data 

Sentences 

Ambiguous 

sentence 

data set 

meaning Ambiguous 

Type 

Similarity Fuzzy 

Ontology 

1 Aku membeli 

selang untuk 

aku membeli 

selang air di 

Alat 

menyalurkan 

Homonym 61.97 % Low 
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menyiram 

tanaman (I 

bought a hose 

for watering 

plants) 

toko ((I 

bought a 

water hose at 

the shop) 

air (Water 

dispensing 

device) 

2 Aku besok 

menabung di 

bank Jatim 

(I'm saving 

tomorrow at 

the East Java 

bank) 

Saya 

menabungka

n gaji di bank 

(I save my 

salary in the 

bank) 

Tempat 

menyimpan 

uang (Place 

to save 

money) 

Homophone 59.70 % Low 

 

This number change is made to make it easier for deaf people to easily understand the level of 

ambiguity in a sentence. For example, the system inputs the sentence "Aku membeli selang untuk 

menyiram tanaman (I bought a hose to water the plants)" after in Similarity, it can be seen that the 

meaning of the sentence is "a tool to channel water" with a Similarity level of 61.97%. However, these 

results are not acceptable and difficult for deaf people to understand, therefore Fuzzy Ontology is 

needed to convert numeric numbers (crisp) into categorical ones. Converting numeric numbers (crisp) 

to categorical using fuzzy membership function. The value of Similarity results after processing with 

Fuzzy Ontology gets low similarity results. Based on this statement, it can be concluded that the level 

of similarity between the sentences "Aku membeli selang untuk menyiram tanaman (I bought a hose 

for watering plants)" with the sentence "I buy a water hose at the store" is 61.97% with a low 

similarity value. 

 

3. Results and Discussion 

Confusion Matrix is a method used to test the success of homonym and homophone ambiguous 

sentence meaning systems using fuzzy ontology. By utilizing the Confusion Matrix, the level of 

accuracy, precision and recall can be known. Here are the steps. 

 

Homonym Ambiguous Analysis 

Testing the meaning of ambiguous homonym sentences is very necessary, in order to determine 

the level of success of the system in understanding the meaning of red homonym ambiguous 

sentences. The test tool used to determine the level of success is the Confusion Matrix. By using the 

Confusion matrix method, the accuracy, precision, and recall values can be known (Mridha, et al., 

2019; Xu, et al., 2020; Reddy & Supriya, 2021). The data tested with the Confusion Matrix is trial 

data, the test is carried out by entering 25 sentences containing ambiguous homonymous words and 25 

sentences not containing homonymous ambiguous words. The following is a table of test results for 

the Confusion Matrix. 

Description: TP = Homonym ambiguous sentence is known as ambiguous Homonym; FP 

=Ambiguous sentence Homonym known as unambiguous Homonym (failed); FN = Unambiguous 

sentence Homonym is known as ambiguous Homonym (sala translate) and TN = Unambiguous 

sentence Homonym is known to be unambiguous Homonym (successful). 

 

Table 5. Confusion Matrix analysis ambiguous homonyms 
Id Sentence TP FP FN TN 

1 Aku membeli selang untuk 

menyiram tanaman (I bought a hose 

for watering plants) 

V    

2 Bu guru rapat nanti jam satu (The 

teacher's meeting will be at one 

o'clock) 

V    
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3 Bisa ular sangat beracun dan 

mematikan (Snake venom is very 

poisonous and deadly) 

V    

4 Udang termasuk hewan berbuku 

(Shrimp is a book animal) 

V    

 

Table 5 shows the results of testing homonym ambiguous sentences with the Confusion Matrix 

table. The table is marked according to the table description. After being classified, the entered 

sentence is then entered into the Confusion Matrix equation to determine the accuracy value, precision 

value, and recall value. 

 
Figure 3. Homonym Ambiguous Meaning Testing with Confusion Matrix 

 

Homonymous ambiguous sentences entered into the ambiguous word recognition system 

totalled 50 sentences. There are 25 homonymous ambiguous sentences, while 25 unambiguous 

sentences. After the trial results are carried out, the trial results are analysed using a confusion matrix. 

Here's the calculation. 

 

                                                                                                     (4) 

  

 

Referring to equation (4), the accuracy of Homonymous ambiguous sentences in this 

experiment was 0.96. If this number is converted to a percentage, the system accuracy rate is 96%. 

 
                                                                                                                  (5) 

                    

 

Referring to equation (5), the precision of homonym ambiguous sentences in this experiment 

was 0.92. If this number is converted to a percent, the system precision level is 92%. 

 
                                                                                                                (6) 

  

Referring to equation (6), the recall of homophone ambiguous sentences in this experiment is 

1. If this number is converted to a percent, the system precision level is 100%. 

Based on the calculation results, the precision value is 92%, accuracy is 96% and recall is 

100%. Based on the results of the Confusion Matrix calculation, it can be concluded that the translator 

system runs well, because it has high accuracy and recall values. 

 

Homophone Ambiguous Analysis 

Testing the meaning of homophone ambiguous sentences is very necessary in order to determine 

the level of success of the system in understanding the meaning of homophone ambiguous sentences. 

To determine the level of success of the system in interpreting sentences, the Confusion Matrix is 

used, by using the Confusion Matrix method the accuracy, precision, and recall values can be known. 

The data tested with the Confusion Matrix is trial data (Cronk, 2001; Ghosh, et al., 2017; Park, et al., 

2021). This test was carried out by inputting 25 sentences containing ambiguous homophone words 
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and 25 sentences containing no homophone ambiguous words. The following is a table of test results 

for the Confusion Matrix. 

Description: TP=Ambiguous sentence Homophones are recognized as ambiguous Homophones; 

FP=Ambiguous sentence Homophone recognized unambiguous Homophone (failed); 

FN=unambiguous sentence Homophone  recognized ambiguous Homophone (mistranslated); and 

TN=unambiguous sentence Homophone recognized unambiguous Homophone (success). 

 

Table 5. Confusion Matrix analysis ambiguous homonyms 

 

Id Sentence TP FP FN TN 

1 Aku besok menabung di bank JATIM (I'm 

going to save at the JATIM bank tomorrow) 

V    

2 Dia suka music Rock dari kecil (He likes 

rock music since childhood) 

V    

3 Pabrik Djarum terletak di kabupaten Kudus 

(Djarum factory is located in Kudus 

district) 

V    

4 Aku sedikit sangsi dengan peryataanmu 

tadi (I'm a little penalized by your words 

earlier) 

 V   

 

Table 3 shows the results of testing homophone ambiguous sentences with the Confusion 

Matrix table. The table is marked according to the table description. After being classified, the entered 

sentence is then entered into the Confusion Matrix equation to determine the accuracy value, precision 

value, and recall value. 

 
Figure 4. Testing the Ambiguous Meaning of Homophones with Confusion Matrix 

Ambiguous Sentences Homophones entered into the ambiguous word recognition system 

totaled 50 sentences. Homophone ambiguous sentences are 25 sentences, while unambiguous 

sentences are 25. After the trial results are carried out, the trial results are analysed using a confusion 

matrix. Here's the calculation. 

 

                                                                                              (7) 

  

 

Referring to Equation (7), the accuracy value of Homophone ambiguous sentences is 0.96. If 

this number is converted to a percentage, the system accuracy rate is 96%. 

 
                                                                                                                        (8) 

                                  

 

Referring to Figure (8), the Precision value of Homophone ambiguous sentences is 0.96. If this 

number is converted to a percent, the system precision level is 96%. 

 
                                                                                                                               (9) 
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Referring to Figure (9), the recall of ambiguous homophone sentences in this experiment was 

0.96. If this number is converted to a percent, the system precision level is 96% 

Based on the calculation results, we get a precision of 96%, an accuracy of 96% and a recall of 

96%. Judging from the value obtained, the translation technology has been running well, because it 

has a high accuracy and recall value. 
 

4. Conclusion 

This Fuzzy Ontology is the basis for translating sentences containing ambiguous words 

Homonyms and Homophones, the success of this process in interpreting sentences greatly affects the 

translation results. After being measured using the Confusion Matrix, it can be seen the value of the 

success of the meaning of ambiguous homonym sentences and the ambiguous meaning of 

homophones. After being analyzed, the meaning of ambiguous homonym sentences has a precision 

value of 92%, recall 100%, and accuracy 96%. While the ambiguous meaning of Homophones has a 

precision value of 96%, recall 96%, and accuracy 96%. Meanwhile, judging from the almost equal 

amount of precision, recall, and accuracy, the meaning of ambiguous sentences of Homophones and 

Homonyms can be said to be successful. The results of this study can be used to improve the accuracy 

of the translation system when translating ambiguous sentences, either homonymous ambiguous 

sentences or homophone ambiguous sentences 
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