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Abstract- In this paper, the complexity on 

dominating sets of the graph is suppose the G = (V, E) is 

a subset D of V each head not in D is adjacent to one 

member on the dominating number γ (G) is the number 

of vertices in the smallest dominant sets of G. The 

dominant sets problem by testing whether γ (G) ≤ K of a 

given graph is G and K input; It is an electronic card NP 

machines decision problem in computational complexity 

theory. Infographics, powerful infographics plus graphic 

mapping. In each example, each white head is adjacent 

to at least one red cape, and the white cap is said to be 

dominated by the red cape. The graph in graph is 2: The 

histogram is an example that illustrates the 

histogram.Keywords— Boundary Value Problem, 

Convergence of the Method, Cubic Order, Finite Difference 

Method, Non-uniform Step Length. 
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I. INTRODUCTION  

This study discuss the dominating sets on complexity 

algorithms such as for group-forming, tracking, or 

discovering nodes. In static or slow-developing groups, the 

solution to this problem often involves the expense of a 

dominant set of the groups. Dominant group of a grid 

(diagram). And with the node group V is a subset of nodes S 

⊆ so that each node not present in S is adjacent to at least 

one node in S. An example of problems showing that the 

dominant group (or some of its variants) plays a role is 

determining the optimal sensor position to detect Disease 

outbreak, set control and social influence prevalence. The 

smallest dominant set of a group is the smallest subset of 

nodes[1,2]. 

Here the basic concepts, and let 𝑮 =  (𝑽, 𝑬)  be an 

undirected simple graph, i.e., without loops and without 

multiple edges. 𝐅𝐨𝐫 𝐕 𝟎 ⊆  𝑽, 𝑮[𝑽 𝟎 ] 
𝐝𝐞𝐧𝐨𝐭𝐞𝐬 𝐭𝐡𝐞 𝐬𝐮𝐛𝐠𝐫𝐚𝐩𝐡 𝐨𝐟 𝐆 𝐢𝐧𝐝𝐮𝐜𝐞𝐝 𝐛𝐲 𝐕 𝟎 . The 

vertex- 𝐬𝐞𝐭 𝐨𝐟 𝐆[𝐕 𝟎 ] 𝐢𝐬 𝐕 𝟎  and the edge-set consists of 

those edges of G with both end points in V 0 [3]. The open 

neighborhood of a vertex 𝒗 ∈  𝑽 is denoted by 𝑵(𝒗)  =  {𝒖 

∈  𝑽 ∶  {𝒖, 𝒗}  ∈  𝑬} and the closed neighborhood or simply 

neighborhood of vis denoted 𝒃𝒚 𝑵[𝒗]  =  𝑵(𝒗)  ∪ {𝒗}. The 

degree of a vertex v equals the cardinality of N(v). The 

neighborhood of a 𝒔𝒆𝒕 𝑺 ⊆  𝑽 is defined as 𝑵[𝑺]  = ∪ 𝒔 ∈
𝑺𝑵[𝒔]. For r ∈ N, the rth neighborhood of 𝒗 ∈  𝑽 is defined 

recursively as 𝑵𝒓[𝒗]  =  𝑵[𝑵𝒓 − 𝟏[𝒗]] , where N1[v] = 

N[v]. The 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 𝒅 (𝒗, 𝒘) between two vertices v, w ∈ 

V is the number of edges (or hops) that must be traversed to 

go from v to w on a shortest path. Similarly, the distance 

between two sets 𝑨, 𝑩 ⊆  𝑽  is defined as the distance 

between two closest elements a ∈ A and b ∈ B, i.e., d(A, B) 

= min {𝒅(𝒙, 𝒚) ∶  𝒙 ∈ 𝑨, 𝒚 ∈  𝑩}, [7]. Two sets S , 𝑻 ⊆  𝑽 

are called 2-separated if and only if 𝒅 (𝑺, 𝑻 )  ≥  𝟑, [𝟕]. A 

set D ⊆ V of a simple graph G is called a dominating set if 

every vertex 𝒗 ∈  𝑽\𝑫 is adjacent to some vertex u ∈ D. 

The domination number of the graph G which is usually 

denoted by γ (G), is the cardinality of a smallest dominating 

set of G and such set is called a minimum dominating set of 

G. The dominating set problem is to determine γ (G) and to 

find a dominating set of minimum cardinality[4]. Let P(V) 

be the set of all subsets of vertices belonging to V. 𝐋𝐞𝐭 𝐃 ∶
 𝐏(𝐕)  →
 𝐏(𝐕) 𝐛𝐞 𝐚 𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧 𝐝𝐞𝐟𝐢𝐧𝐞𝐝 𝐛𝐲: 𝐟𝐨𝐫 𝐞𝐯𝐞𝐫𝐲 𝐖 ∈
 𝐏(𝐕), 𝐃(𝐖) is a dominating set having minimum 

cardinality in G[W] and thus D(W) ⊆ W. Now, we 

introduce the definition of the Las Vegas randomized 

𝐚𝐩𝐩𝐫𝐨𝐱𝐢𝐦𝐚𝐭𝐢𝐨𝐧 𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐟𝐨𝐫 𝐚𝐧 𝐨𝐩𝐭𝐢𝐦𝐢𝐳𝐚𝐭𝐢𝐨𝐧 proble

m. The terms which are used in the description of an 

optimization problem U are defined as follows, [2]. Let ΣI 

and ΣO be the set of input and output alphabets of U, 

respectively. 

𝐓𝐡𝐞 𝐥𝐚𝐧𝐠𝐮𝐚𝐠𝐞 𝐨𝐟 𝐟𝐞𝐚𝐬𝐢𝐛𝐥𝐞 𝐩𝐫𝐨𝐛𝐥𝐞𝐦 instances is denoted 

by L ⊆ Σ∗ I , (all strings over ΣI 𝒘𝒊𝒕𝒉 𝐚𝐧𝐲 𝐥𝐞𝐧𝐠𝐭𝐡 𝐤, 𝐤 ≥
 𝟎). LI ⊆ L is the language of the (actual) problem instances 

of U. M is a function from L 𝐭𝐨 𝐏 (𝚺 ∗
 𝐎 ) 𝐚𝐧𝐝 𝐟𝐨𝐫 𝐞𝐯𝐞𝐫𝐲 𝐱 ∈  𝐋, 𝐌(𝐱) 𝐢𝐬 𝐜𝐚𝐥𝐥 ed the set of 

feasible solutions for x. For every pair (u, x), cost is the cost 

function that assigns a positive real number cost (u, x), 

where u ∈ M(x) for some x ∈ L. By goal, we mean either 

minimum or maximum[5,6]. 
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Fig.1: Complexity of Dominating Sets

II. LITERATURE REVIEW 

Small set of size in dominating set is called a minimum 

set and dominating number is known in its size. 

A dominating set that is not a proper subset of any 

other dominating set is called a minimal dominating set. 

1 Types of Dominating Sets: 

1.1 Minimum dominance: for graph G = (V, E), let V 'be the 

dominant group of graph G, then for any peak u of the 

graph, either it belongs to group V' or is connected to the 

peaks in V '. 

After removing any elements in V ', V' is no longer the 

dominant group, then the dominant group V 'is the lower 

dominant group. The dominant group with the smallest 

number of peaks in all dominant groups in G is called the 

dominant group smallest, and the number of peaks in the 

smallest dominant group is called the dominant number[7]. 

Minimum coverage of points: for graph G = (V, E), let V 

'be the header of the graph G, then for any edge (u, v) in the 

graph, either belongs to u or belongs to group V' . 

After removing any elements in V ', the V' is no longer a 

crest cap, then V 'is the minimum point cap. The cap with 

the fewest peaks among all points of coverage in G is called 

the minimum cap.[14] 

Maximum independent group: for graph G = (V, E), let 

V 'be an independent set of graph G, then for any edge (u, v) 

in the graph, u and v cannot belong to group V' in 

Meanwhile, even u neither v nor v belongs to V '. 

After adding any element that does not belong to V 'in 

V', V 'is no longer an independent group, then V' is a very 

independent group. The independent group that has the 

largest number of peaks in all the independent groups of 

peaks in G is called the largest independent group[15].

 

 

Fig.2: Minimum Dominating set

 

1.2 Minimal Dominating 

Minimal dominating is that number of the data value that 

is <= to all other values in dataset. 
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Fig.3: Minimal Dominating set Algorithm 

S is denoted to sets, D1, D2, D3 denotes to dominating iterations.

2 Greedy Solution: 

2.1 Lower Dominant Group: The strategy of greed is to 

select a point as root first, have the traversal sequence 

according to the traversal of the first depth, and greed in the 

reverse sequence order of the resulting sequence. For the 

point that is not in the dominant group or connected to the 

point in the dominant group, if the parent node does not 

belong to the dominant group, add the parent node to the 

dominant group[8]. 

The ranking of greed in the greed strategy is very 

important, according to the first depth traversal process to 

get the reverse direction of the greed sequence, greed can 

guarantee every point. Processing of this node will only be 

processed after its sub-trees have been processed, ensuring 

greedy health[8]. 

1 Find the entire tree with first depth point 1 and 

find the number of each point in the first depth 

traversal sequence and the parent node number 

for each point 

2 Check according to the reverse sequence of the 

first sequence - depth, if the current point is not 

in the dominant group or connected to the point 

in the dominant group. 

And the parent node does not belong to the dominant 

group, add the parent node to the dominant group, and the 

number of points in the dominant group plus 1. Tick the 

current node. Parent node of current node and parent node 

of current node parent node, because these nodes either 

belong to the predominant set (parent node of current node), 

either you connect to the point in the dominant group (the 

current node and parent node of the current node)[8]. 

 

Fig.4: Greedy Solution Algorithm 

The above algorithm explained how to inter an input 

then generating output as a dominating set, firstly it’s 

sorting descending order to degree then it’s checking 

covered of vertices if correct to be dominating at end. 

2.2 Cover the Lower Point: The greedy strategy is that if 

the current point and the parent node of the current point do 

not belong to the headgear group. Then add the parent node 

to the headdress group, mark the current node and the parent 

node of the current knot does not belong to the headdress 

group, then add the original knot to the headdress set, mark 

the current knot and the original knot to be covered. 

Maximum Independent Cluster: The greedy strategy is to 

add the current node to the independent cluster if the current 

node is not replaced, and tick both the current node and the 

parent node to be replaced[9]. 

𝑖𝑛𝑡 𝑝 [𝑚𝑎𝑥𝑛]; // 𝑃𝑎𝑟𝑒𝑛𝑡 𝑛𝑜𝑑𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 

𝑏𝑜𝑜𝑙 𝑠𝑒𝑙𝑒𝑐𝑡 [𝑚𝑎𝑥𝑛]; /

/ 𝑖𝑠 𝑢𝑠𝑒𝑑 𝑓𝑜𝑟 𝑑𝑒𝑒𝑝 𝑓𝑖𝑟𝑠𝑡 𝑗𝑢𝑑𝑔𝑚𝑒𝑛𝑡 

𝑖𝑛𝑡 𝑛𝑒𝑤𝑝𝑜𝑠 [𝑚𝑎𝑥𝑛]; /

/ 𝑛𝑒𝑤𝑝𝑜𝑠 [𝑖] 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑎 𝑝𝑜𝑖𝑛𝑡 𝑖𝑡ℎ 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 𝑑𝑒𝑝𝑡ℎ 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒, 

𝑖𝑛𝑡 𝑛𝑜𝑤; /

/ 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑠 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑓𝑖𝑟𝑠𝑡 𝑑𝑒𝑝𝑡ℎ 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 

𝑖𝑛𝑡 𝑛, 𝑚; 

𝑣𝑜𝑖𝑑 𝑑𝑓𝑠 (𝑖𝑛𝑡 𝑥) 
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{ 

    𝑛𝑒𝑤𝑝𝑜𝑠 [𝑛𝑜𝑤 + +]  =  𝑥; 

    𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑘 =  ℎ𝑒𝑎𝑑 [𝑥];  𝑘!  =  − 1;  𝑘 

=  𝑒𝑑𝑔𝑒 [𝑘] . 𝑛𝑒𝑥𝑡) { 

        𝑖𝑓 (!  𝑠𝑒𝑙𝑒𝑐𝑡 [𝑒𝑑𝑔𝑒 [𝑘] . 𝑡𝑜]) { 

            𝑠𝑒𝑙𝑒𝑐𝑡 [𝑒𝑑𝑔𝑒 [𝑘] . 𝑡𝑜]  =  𝑡𝑟𝑢𝑒; 

            𝑝 [𝑒𝑑𝑔𝑒 [𝑘] . 𝑡𝑜]  =  𝑥; 

            𝑑𝑓𝑠 (𝑒𝑑𝑔𝑒 [𝑘] . 𝑡𝑜); 

        } 

    } 

} 

𝑖𝑛𝑡 𝑔𝑟𝑒𝑒𝑑𝑦 () 

{ 

         𝑏𝑜𝑜𝑙 𝑠 [𝑚𝑎𝑥𝑛]  

=  {0}; // 𝐼𝑓 𝑠 [𝑖] 𝑖𝑠 𝑡𝑟𝑢𝑒, 𝑡ℎ𝑒𝑛 𝑠 [𝑖] ℎ𝑎𝑠 𝑏𝑒𝑒𝑛 𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑑. 

         𝑏𝑜𝑜𝑙 𝑠𝑒𝑡 [𝑚𝑎𝑥𝑛]  

=  {0}; /

/ 𝑠𝑒𝑡 [𝑖] 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑠 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒 𝑝𝑜𝑖𝑛𝑡 𝑖 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑡 

    𝑖𝑛𝑡 𝑎𝑛𝑠 =  0; 

    𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  𝑛 − 1, 𝑖 > =  0, 𝑖 −) { 

        𝑖𝑛𝑡 𝑡 =  𝑛𝑒𝑤𝑝𝑜𝑠 [𝑖]; 

        𝑖𝑓 (!  𝑠 [𝑡]) { 

            𝑖𝑓 (!  𝑠𝑒𝑡 [𝑝 [𝑡]]) { 

                𝑠𝑒𝑡 [𝑝 [𝑡]]  =  𝑡𝑟𝑢𝑒; 

                𝑎𝑛𝑠 + +; 

            } 

            𝑠 [𝑡]  =  𝑡𝑟𝑢𝑒; 

            𝑠 [𝑝 [𝑡]]  =  𝑡𝑟𝑢𝑒; 

            𝑠 [𝑝 [𝑝 [𝑡]]]  =  𝑡𝑟𝑢𝑒; 

        } 

    } 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑎𝑛𝑠; 

} 

𝑖𝑛𝑡 𝑔𝑟𝑒𝑒𝑑𝑦 () 

{ 

    𝑏𝑜𝑜𝑙 𝑠 [𝑚𝑎𝑥𝑛]  =  {0}; 

    𝑏𝑜𝑜𝑙 𝑠𝑒𝑡 [𝑚𝑎𝑥𝑛]  =  {0}; 

    𝑖𝑛𝑡 𝑎𝑛𝑠 =  0; 

         // 𝑇ℎ𝑒 𝑟𝑜𝑜𝑡 𝑛𝑜𝑑𝑒 𝑐𝑎𝑛𝑛𝑜𝑡 𝑏𝑒 𝑣𝑒𝑟𝑖𝑓𝑖𝑒𝑑 

    𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  𝑛 − 1, 𝑖 > =  1, 𝑖 −) { 

        𝑖𝑛𝑡 𝑡 =  𝑛𝑒𝑤𝑝𝑜𝑠 [𝑖]; 

        𝑖𝑓 (!  𝑠 [𝑡] &&!  𝑠 [𝑝 [𝑡]]) { 

            𝑠𝑒𝑡 [𝑝 [𝑡]]  =  𝑡𝑟𝑢𝑒; 

            𝑎𝑛𝑠 + +; 

            𝑠 [𝑡]  =  𝑡𝑟𝑢𝑒; 

            𝑠 [𝑝 [𝑡]]  =  𝑡𝑟𝑢𝑒; 

        } 

    } 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑎𝑛𝑠; 

} 

𝑖𝑛𝑡 𝑔𝑟𝑒𝑒𝑑𝑦 () 

{ 

    𝑏𝑜𝑜𝑙 𝑠 [𝑚𝑎𝑥𝑛]  =  {0}; 

    𝑏𝑜𝑜𝑙 𝑠𝑒𝑡 [𝑚𝑎𝑥𝑛]  =  {0}; 

    𝑖𝑛𝑡 𝑎𝑛𝑠 =  0; 

    𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  𝑛 − 1, 𝑖 > =  0, 𝑖 −) { 

        𝑖𝑛𝑡 𝑡 =  𝑛𝑒𝑤𝑝𝑜𝑠 [𝑖]; 

        𝑖𝑓 (!  𝑠 [𝑡]) { 

            𝑠𝑒𝑡 [𝑡]  =  𝑡𝑟𝑢𝑒; 

            𝑎𝑛𝑠 + +; 

            𝑠 [𝑡]  =  𝑡𝑟𝑢𝑒; 

            𝑠 [𝑝 [𝑡]]  =  𝑡𝑟𝑢𝑒; 

        } 

    } 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑎𝑛𝑠; 

} 

𝑖𝑛𝑡 𝑚𝑎𝑖𝑛 () 

{    𝑚𝑒𝑚𝑠𝑒𝑡 (𝑠𝑒𝑙𝑒𝑐𝑡, 0, 𝑠𝑖𝑧𝑒𝑜𝑓 (𝑠𝑒𝑙𝑒𝑐𝑡)); 

    𝑛𝑜𝑤 =  0; 

    𝑠𝑒𝑙𝑒𝑐𝑡 [1]  =  𝑡𝑟𝑢𝑒; 

    𝑝 [1]  =  1; 

    𝑑𝑓𝑠 (1); 

    𝒓𝒆𝒕𝒖𝒓𝒏 𝟎; } 

III. TREE DP SOLUTION 

Basic algorithm is since this is the problem of finding the 

largest value on the tree, it is clear that dynamic 

programming can be used in the form of a tree, but the case 

design is more complex. In order to ensure the correctness 

of dynamic programming, three nodes are designed for each 

point, as follows[10]: 

I. p dp [i] [0]: shows that point i has a place to the 

dominating set, and the minimum number of points 
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in the dominant group is covered when all the sub-

tree is covered by point i as root. 

II. dp [i] [1]: I do not belong to the dominant group, 

the sub-trees with i as root are covered, and they 

are covered by at least one sub-node, which is the 

minimum number of points in the dominant group. 

III. dp [i] [2]: I do not belong to the dominant group, 

and the sub-trees with i as root are completely 

covered, and they are not covered by sub-nodes, 

take points in dominating set as minimum number. 

For the first case, dp [i] [0] is equal to the sum of the 

minimum values for the three states of each son node 

(whether or not its son is covered) plus 1, that is, as long as 

each of them has a root of son i the sub-trees are covered, 

plus point i Current, minimum number of points required, 

the equation is as follows: 

𝑑𝑝 [𝑖] [0]  

=  1 +  𝛴𝑚𝑖𝑛 (𝑑𝑝 [𝑢] [0], 𝑑𝑝 [𝑢] [1], 𝑑𝑝 [𝑢] [2]) (𝑝 [𝑢]  

=  𝑖). 

For the second case, if point i has no dependent nodes, 

then dp [i] [1] = INF; Otherwise, it is necessary to make 

sure that each sub-tree has a root in the son of i, each of 

which is taken the sum of the minimum values for the first 

two states of the son node, because at this stage I do not 

belong to the dominant group and I cannot control the nodes 

belonging to it, the node must be Sub-node is already 

dominant, regardless of the sub-node's third state. If in the 

currently selected case, not every son is selected to enter the 

dominant group (it may appear that every v takes F [v] [1] 

when combined, which means that we have finally 

discovered that the sub-node v of u in the solution 

represented by F [ u] [1] To cover other points! This 

contradicts our definition of F [u] [1].) In the first two states 

of each son, the first case is not the least needed, then in 

order to meet the definition of the second case, you need to 

redefine the state of the son when Point i as a first case. 

Take the point at the lowest cost, i.e[13]. take the son node u 

of min (dp [u] [0] -dp [u] [1]) and force it to take its first 

state, and the other son nodes take the second state, the 

conversion equation is: 

𝐼𝑓 (𝐼 𝑑𝑜𝑛′𝑡 ℎ𝑎𝑣𝑒 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑛𝑜𝑑𝑒𝑠) 𝑑𝑝 [𝑖] [1]  =  𝐼𝑁𝐹 

𝑒𝑙𝑠𝑒 𝑑𝑝 [𝑖] [1]  =  𝛴𝑚𝑖𝑛 (𝑑𝑝 [𝑢] [0], 𝑑𝑝 [𝑢] [1])  +  𝑖𝑛𝑐 

𝑜𝑓 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑖𝑡: 

𝐼𝑓 (𝛴𝑚𝑖𝑛 (𝑑𝑝 [𝑢] [0], 𝑑𝑝 [𝑢] [1]) 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑏𝑜𝑣𝑒 𝑓𝑜𝑟𝑚𝑢𝑙𝑎 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑑𝑝 [𝑢] [0]) 𝑔𝑖𝑣𝑒𝑛 𝑖𝑛𝑐 

=  0; 

𝒆𝒍𝒔𝒆 𝒊𝒏𝒄 =  𝒎𝒊𝒏 (𝒅𝒑 [𝒖] [𝟎]  − 𝒅𝒑 [𝒖] [𝟏]) 

As for the third case, it’s do not belong to the dominant 

group, and the sub-trees that have been rooted in i are 

covered, and are not covered by sub nodes, it means that 

there are no son points for point i and the point does not 

belong to the dominant group, then point i for the third case 

is only related In the second case for his son, the 

equation[11,12]. 

𝑑𝑝 [𝑖] [2]  =  𝛴𝑑𝑝 [𝑢] [1] 

𝑑𝑝 [𝑖] [0]  =  1 +  𝛴𝑚𝑖𝑛 (𝑑𝑝 [𝑢] [0], 𝑑𝑝 [𝑢] [1]) (𝑝 [𝑢]  

=  𝑖). 

𝑑𝑝 [𝑖][1] =  𝛴𝑑𝑝 [𝑢][0]
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IV. Conclusion 

Complexity algorithms and Techniques of the theory of 

computation in the theoretical computer science field help to 

solve mathematician problems on any models. Two main 

theories of computation are (Computational theory and 

computational complexity theory). Then in this paper 

discussed the complexity algorithms on computation 

dominating sets and the goal is understanding the 

descriptive statistics. Also in this paper discussed types of 

dominating (minimum and minimal dominating sets) with 

their benefits to easy solving statistics problems. Finally, 

complex sets have been clearly explained, and some models 

have been presented in this paper about the understanding 

and applying minimum and minimal complexity algorithm 

and their benefits on networks and security. 
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