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Abstract— The agriculture importance is not restricted to 

our daily life; it is also an effective field that enhances the 

economic growth in any country. Therefore, developing the 
quality of the crop yields using recent technologies is a 

crucial procedure to obtain competitive crops. Nowadays, 

data mining is an emerging research field in agriculture 

especially in the predicting and analysis of crop yield. This 

paper focuses on utilizing various data mining classification 

algorithms to predict the impact of various parameters such 

as area, season and production on the crop yield quality. The 

performance of the decision tree, naive Bayes, random 

forest, support vector machine and K-nearest neighbour is 

measured and compared to each other. The comparison 

involves measuring the error values and accuracy. The SVM 

algorithm achieved the highest accuracy value with 76.82%. 

while the lowest is achieved by the KNN algorithm with 

35.76%. The highest error value was 111.8855 for KNN. 

Also, the prediction help farmer to increased and improved 

the income level. 

Keywords— Data mining, Classification, Agriculture, Crop 

Yield. 

I. INTRODUCTION  

Data mining is a machine learning technique for 

analyzing large datasets and identifying useful 

classifications and patterns. The ultimate aim of the data 

mining process is to take out information from the dataset 

and converting it into a usable system that can use in the 

future [1-4]. Data mining can be used in a variety of 

fields, from evaluating consumer activity in supermarkets 

[5][6] to predicting customer phone use. For many years, 

data mining has been used in agriculture, and this field is 

important to research [7][8]. The prediction of Crop yield 

is one of the most precision difficult issues for agriculture 

and several models were validated and proposed so far 

[9,10][11]. 

Agriculture is vital to the economy as well as 

humanity's future. Job is, first and foremost, essential for 

survival. It also generates a significant number of jobs. 

The supply-demand has grown exponentially as time has 

passed [12,13]. India, in particular, is one of the countries 

with the greatest interest in agriculture. People are 

misusing technology to manufacture in large quantities 

[14,15]. 

   Every day, new hybrid varieties are created. These 

hybrids, on the other hand, do not have the same essential 

nutrients as naturally grown crops. These non-natural 

methods degrade the soil [16,17]. All of this contributes to 

moreover environmental damage. The majority of these 

unnatural methods is used to prevent losses. However, 

when the farmers of these crops have reliable information 

on the crop production then the loss of production is 

reduced [18,19]. The information is based on previous 

weather, temperature, season, location, and a variety of 

other factors [20]. 

 

Fig1.  Data Mining Process [12] 

 

   This paper aims to study the effect of different 

parameters such as area, season and production of main 

crops, also to predict crop production to increase yield and 

benefit for farmers by applying different classification 

algorithms like Naive Bayes, Decision Tree, SVM, KNN 

and Random Forest. 

  This paper is organized as follows; The related work is 

presented in section II, the description of the dataset used 

to give in section III, all methodology used explained in 

section IV, the experimental result and discussion are 

given in section V and the conclusion is presented in 

section VI. 

II. RELATED WORK 

    Haque et al. [21] proposed two separate Machine 

Learning (ML) algorithms to evaluate the yield of crops. 
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The algorithms Support Vector Regression (SVR) and 

Linear Regression (LR) have been well suited for 

validating variable parameters in continuous changeable 

estimation with 140 data points. The mentioned 

parameters are important determinants for crop yield. The 

error rate has been calculated for using Coefficient of 

Determination (R2) and Mean Square Error (MSE) with 

MSE yielding around 0.005 and R2 yielding around 0.86. 

The same dataset has been used to compare the 

performance of the algorithms quickly. 

 

    Nishant et al. [22] proposed web application to forecast 

the yield of nearly all types of crops grown in India. This 

study is unique because it uses simple parameters such as 

state, district, season, and region to predict crop yields in 

any year the user desires. To predict the yield, advanced 

regression techniques such as Kernel Ridge, Lasso, and 

ENet algorithms are used in the paper, as well as the 

principle of Stacking Regression to improve the 

algorithms. The root means the square error is the output 

metric that used in this work. The models when have been 

implemented individually, ENet had an error of about 4%, 

Lasso had an error of about 2% and Kernel Ridge had an 

error of about 1%,  and after stacking it was less than 1%. 

Kalimuthu et al. [23] suggested a smartphone application 

for Android, which uses machine learning, which is one of 

the most advanced crops prediction technologies, to direct 

beginner farmers in sowing the appropriate crops. The 

naive Bayes algorithm proposes a method for doing so. 

The data seed of the crops is collected, along with the 

suitable parameters such as humidity, moisture, and 

temperature content, that is aids the crops' development. 

To begin the prediction process, users are encouraged to 

input parameters such as their location and temperature 

this application will take it automatically to start the 

process of prediction. 

    Y. J. N. Kumar et al. [24], implemented prediction 

system on crop production from the collecting of past 

data. Crop yield is estimated using data mining 

techniques. They used the Random Forest algorithm to 

forecast the highest yield crop as a product. Crops yield 

predictions are often appropriate in the agricultural sector. 

The higher the accuracy, the higher the benefit on the crop 

yield. Farmers will use the proposed technique to help 

them decide which crop to plant in their fields. Under this 

system would cover the widest range of crops possible. 

Farmers in India can benefit from accurate forecasting of 

various crops across various districts. 

    Gupta et al. [25] used IoT and data mining in 

monitoring applications to make smart farming possible. 

Smart farming is a method of providing all of the services 

needed for a specific time. Soil moisture, light intensity, 

relative humidity, soil pH reading, and ambient 

temperature are all resources that are needed. They 

demonstrated the transformation of a device capable of 

gathering data from sensors using IoT in the agriculture 

field. This device successfully senses data and sends it 

locally to the thing speak cloud, which the user can then 

access via his or her custom website. The data mining 

techniques such as SVM, KNN and Random forest are 

used to crop-producing with the correct number of 

resources so that the farmer still has the upper hand, and 

by comparing the current pattern to the previous one, will 

be able to determine whether or not a parameter is right. 

All of these agricultural process values are monitored on a 

user-defined platform. 

 

    Terliksiz & Altylar [26] used a 3D CNN model that 

leverages spatiotemporal features, a soybean yield 

prediction for Lauderdale County, Alabama, USA has 

been presented. From 2003 to 2016, the yield has been 

taken from the USDA NASS Fast Stat tool. Google Earth 

Engine was used to gather satellite data from (NASA's 

MODIS) land products surface reflectance and land 

surface temperature. For comparison of the results, the 

root means squared error (RMSE) has been used as the 

measurement metric. When 64x64 data frames with more 

than 20% cropland coverage were used without dropout, 

the best result for Lauderdale County, Alabama was 

obtained. The RMSE is 0.81 and the error is 2.70% in this 

situation. 

    Khosla et al., [27] The Kharif crops yield were 

estimated in 2 steps; first, the rainfall has been estimated 

by using a modular artificial neural network MANN, and 

then the yield was predicted by using support vector 

regression SVR. The dataset of experimental included 

data from the year 2000 to 2016 and generated results for 

the years 2018 and 2019.  

Nigam et al. [28] utilized machine learning techniques 

such as KNN classifier, Random Forest, Artificial Neural 

Network, liner Regression and XGboost to predict yield 

crop. Based on the Mean Absolute Error MAE, the results 

of these techniques are compared. An algorithm of a 

machine learning algorithm can be help farmers to 

determine which crops planting to get the best yield by 

taking into account factors such as temperature, rainfall, 

area, …etc. When all parameters are combined, the results 

show that the best classifier is Random Forest.  

 

    S & R [29] determined most of the important points for 

accurate Crop’s yield Prediction. For improved accuracy, 

the algorithm of machine learning namely Support Vector 

Machine, KNN, Regression, Random Forest and Artificial 

Neural Network have been proposed. The agricultural 

dataset contains 745 instances, 30% of data is used to test 

the prediction performance of the models, while 70% of 

the data is chosen at random and used to train the model. 

The results show that, by using the same farming training 

data, the RF algorithm achieves maximum precision 

employing its error analysis values for all the separated 

feature sub-sets. 

    Kumar et al. [30] used the three supervised techniques 

SVM, KNN and Least Squared Support Vector Machine 

are. It is a comparative study that shows the training 

proposed model's accuracy and error rate. They have three 

different datasets: soil, rainfall, and yield. They then 

combined the datasets and used the techniques to 

determine the actual approximate cost as well as the 
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accuracy of the techniques used. The training model's 

accuracy will be higher and the error rate will be low. The 

technique with the highest accuracy rate (LS SVM =90%) 

and the lowest error rate (LS SVM=0,0362). 

III. METHODOLOGY 

A. Dataset 

    The datasets that used in this experiment were collected 

from Kaggle publicly available datasets, which is a group 

of data scientists who provide datasets for different 

analysis or model building [31]. District name, crop, year, 

location, session, and production. There was a large 

collection of data for different districts and several years 

in India, after that the data was pre-processed where the 

data was used for seven different districts consisting of 

152 records. Which was organized in Microsoft Excel. 

CSV (Comma Separated Values) was the file format. 

B. WEKA Application  

   WEKA (Waikato Environment for Knowledge 

Analysis) [32] has been used to analyze the entire data 

collection. It is open-source software developed at the 

Waikato University in New Zealand in the JAVA 

programming language. It's used to solve problems 

including machine learning and data mining. It is released 

beneath the terms of the GNU General Public License. 

Preprocessing, grouping, regression, clustering, and 

visualization are some of the tasks it can perform. The 

data must be entered into the program, as well as selecting 

the appropriate task. It has a large number of classifiers 

that can be used to construct models and solve problems 

analytically it provides an integrated Graphical User 

Interface GUI, with all of the data analysis options you 

will need. The dataset for WEKA processing is in Comma 

Separated Values (CSV) or Attribute Relation File Format 

(AIFF) format [33]. 

C. Data mining Techniques 

  Data mining techniques are principally divided into 2 

groups; clustering techniques and classification. This 

study uses Classification algorithms, which use classifiers 

to classify a group of the same objects into one class, and 

when a new object is added, predict which class the object 

may belong to [34-36]. This method aids in the 

classification of data into various classes. A supervised 

algorithm is used for classification. K-Nearest Neighbor, 

Naive Bayes, ZeroR, One-R, Random Forest, Decision 

Tree, Support Vector Machine and other flavours of 

classification are available. There are two stages to the 

classification process. The training set generates the 

model required to answer our query at first, and test data 

is then used to assess the model's performance. 

In this study, five different classifiers namely (K-Nearest 

Neighbor–IBK, Decision Tree -J48, Naive Bayes, 

Random Forest, Support Vector Machine-SGD) were 

used. 

• Decision Tree 

  One of the algorithms used in data mining for 

classification. The performance of the advanced 

Geospatial Decision Support System (GDSS) is 

demonstrated by the use of mining techniques relevant to 

risk management [37]. A decision tree is a miniature 

learning structure that is primarily based on learning a rule 

that is universal through instances of observations [38,39]. 

• Naïve Bayes 

    Naive Bayes is a probabilistic classification algorithm 

based on the Bayes theorem and the strong autonomy 

hypothesis. It is entirely dependent on the precise 

existence of the probability model. In a supervised 

learning environment, this classification technique can be 

trained to a strong level [40,41]. This algorithm has the 

advantage of only requiring a small amount of training 

data to evaluate constants such as variances and means of 

variables that are essential for a classifier [42].  

• Random Forest 

    Random Forest is an algorithm used to perfectly 

systematizing large amounts of data [43]. It's a brand-new 

approach to regression and categorization learning that 

increases the number of decision trees running at the same 

time when executing the category mode of each tree 

[44,45]. 

• K-Nearest Neighbor  

  The K-Nearest Neighbor algorithm works based on the 

Supervised Learning methodology and is one of the most 

basic Machine Learning algorithms. Assumes that the new 

case/data and existing cases are identical, and then assigns 

the new case to the category that is closest to the existing 

categories. It keeps track of all available data and sorts 

new data points into categories based on their similarity 

[46,47]. This means that the K-NN algorithm can easily 

classify new data into a well-defined group. It can be used 

for both regression and classification, but classification 

problems are the most common. 

• Support Vector Machine (SVM) 

  Data samples will be divided into two clusters by the 

Support Vector Machine. SVMs are a form of supervised 

learning system for classification and regression [48-50]. 

It can build a model to predict whether or not a new 

example belongs in the community. It's a concept that 

refers to a set of combined different learning techniques 

for displaying rate and patterns data used for classification 

and regression. A non-probabilistic binary linear classifier 

[51,52] will predict for each input using a group of inputs 

and two possible class forms. 

 
Fig.2:  General Architecture of The Prediction Systems 
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 The architecture of the Yield prediction system is 

depicted in the diagram above. Statistics from raw data 

used, after that, they are cleaned and sorted. Then the 

techniques of classification applied to the data that 

trained. WEKA is used to record the results of each 

algorithm and compare them. 

D. Performance Metrics 

  The various machines learning algorithm is used for 

prediction of crop yield, as can be seen in the former 

section. Although there is a variety of machine learning 

algorithm to choose from the design of the application and 

the accuracy of the prediction algorithm are the most 

important factors to consider. Various metrics such (RAE) 

Relative Absolute Error [8], (RMSE) Root Mean Squared 

Error [53-55], and (MAE) Mean Absolute Error have been 

used to validate the prediction accuracy of classifiers. 

 

• RMSE 

  RMSE is a square root of Mean Square Error (MSE ). It's 

the forecast errors' standard deviation. The discrepancy 

between the model output value and the real target value 

is determined first [55]. Until computing the root of the 

mean value, this discrepancy is squared and summed over 

all data elements. RMSE is expressed as in (1).  

 

                           (1) 

 

• RAE 

RAE refers to the overall absolute error between the 

variables is calculated using this metric [50]. 

 

• MAE 

The average of absolute deviations between the target and 

predicted values are calculated as the Mean Absolute 

Error (MAE) [56,57]. The computation of MAE is shown 

in (2). 

                       (2) 

IV. EXPERIMENTAL RESULT AND DISCUSSION 

Comparison of experimental results of the classification 

algorithms that used is shown below in tables and figures. 

Different classifier gives the different result of the same 

data. Table 1 shows the accuracy percentage. Table 2 

shows the results of the error values for all classifiers, and 

table 3 presented the comparisons of the time that is taken 

to build the model. 

 
TABLE 1. Accuracy of The Applied Model  

 

 

 
Fig.3: Accuracy of The Applied Models. 

 
TABLE 2.  Comparison of Error Values for The Applied Models 

Algorithm RMSE MAE RAE(%) 

Decision Tree 0.2608 0.1184 40.8276 

Naïve Bayes 0.4538 0.2671 92.1478 

Random forest 0.3025 0.1662 57.3174 

KNN 0.5595 0.3243 111.8855 

SVM 0.3525 0.277 95.57 

 

 
Fig.4: RMSE & MAE Values of The Applied Algorithms. 

 
Fig.5: The RAE of The Applied Models 

 

    According to the use of the WEKA tool, the results 

shown in the tables were obtained. It is shown in the first 

table that SVM has 76% accuracy, Decision Tree has 

74.17%, Random forest has 68.87 accuracies, and the 

lowest accuracy value was for KNN and Naïve Bayes 

algorithm which is 35.76%, 47.01%. Based on these 

results of accuracy, we note that SVM has the highest 

accuracy value compared to other techniques; therefore, 

we can say that the SVM classification is the best 

according to accuracy and can depend on it, while KNN 

has the lowest accuracy as shown in Figure 3 as well. In 

contrast, if we notice in the second table, which shows 

error values, that KNN has a higher value of errors 

111.88, and Decision Tree has the lowest error value 

40.82 compared to other algorithms used, as the difference 

in errors for all algorithms is clearly shown in Figures 4, 

5. If we compare the time that taken to build each model 

that is shown in table 3. The time for each algorithm is 

converging, except Random forest that is taken longer 

than all models, which is 0.25 seconds out of all models 

Algorithm Accuracy (%) 

Decision Tree 74.1722 

Naïve Bayes 47.0199 

Random forest 68.8742 

KNN 35.7616 

SVM 76.8212 
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used. Finally, we can say that the decision tree is the best 

in terms of time and errors because it contains the lowest 

error value and the time it takes is 0. These values 

obtained are not fixed and can be changed. The result 

depends on the type and nature of datasets. 

 
               TABLE 3. Comparisons of Time Taken to Build Model 

Algorithm Time per second 

Decision Tree 0 

Naïve Bayes 0.01 

Random forest 0.25 

KNN 0 

SVM 0.19 

V. CONCLUSION 

In this paper, the data mining classification techniques 

have been used as a predictive modelling technique for the 

prediction of crop yield. Five classifier algorithms namely 

Decision Tree, Naive Bayes, SVM, Random Forest and 

KNN were used. The outcome of these techniques is 

compared based on error values and accuracy. The result 

of the experiment showed that the SVM algorithm gets the 

highest accuracy value 76.8212, the lowest accuracy was 

for KNN 35.7616. And the highest error value 111.8855 

was for KNN. However, using these techniques, improved 

the farmer income level will be increased and the crop 

yield can be increased. Hence data mining techniques 

could be used in the agriculture sector for tacking better 

decisions. 
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