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#### Abstract

Diabetes may be predicted and prevented by exploring critical diabetes characteristics by computational data extraction methods. This study proposed a system biology approach to the pathogenic process to identify essential biomarkers as drug targets. The fact that disease recognition and investigation require many details, data mining plays a critical role in healthcare. This study aims to evaluate the efficiency of the methods used that are based on classification. Besides, the researchers have highlighted the most widely employed techniques and the strategies with the best precision. Many analyses include multiple Machine Learning algorithms for various disease assessments and predictions to improve overall issues. The detection and prediction of diseases is an aspect of classification and prediction. This paper estimates diabetes by its key features and also categorizes the relations between conflicting elements. The recursive random forest removal function provided a significant feature range. Random Forest Classifier investigated the diabetes estimate. RF offers $\mathbf{7 5 , 7 8 1 3}$ greater precisions than Support Vector Machine (SVM).and may assist medical professionals in making care decisions.
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## I. Introduction

Nowadays, machine learning (ML) used in every area of computational work where algorithms are designed, and performance is increased [1][2]. In the last years, learning from unbalanced data sets has become a critical problematic in machine learning and is frequently found in several applications such as computer security, Swarm Intelligence [3] [4] , remote sensing [5], biomedicine[6] . data online is massive, and it is growing on a daily basis. It is essential to handle such vast amounts of data and to view the most relevant queries on the user's computer. Since manually analyzing and retrieving relevant data from vast databases is impossible, automatic extraction tools are needed, which enable user-queried data to be retrieved from billions of sites on the internet and relevant knowledge to be discovered. Search engines such as Yahoo, Bing, MSN, and Google are
commonly used by users to obtain data from the World Wide Web [7] [8]. Data mining is also used to explore and derive information from data warehouses.
opening up a window of relatively stronger funds, this effective technique increases the sensitivity and/or accuracy of disease identification and diagnosis. The cost of unnecessary and costly diagnostic examinations often declines substantially [2] [3]. For several years' extensive experiments have been carried out in connection with diabetes prediction [4] [5] [6].

Diabetes, also called diabetes mellitus (DM), is a series of metabolic problems that have been detected for a lengthy period from elevated blood glucose levels. Excessive urination, constant thirst and elevated appetite are the symptoms of high glucose. Diabetes can trigger severe health problems such as diabetic ketoacidosis or hyperosmolar hyperglycemic status or may even lead to death if not handled promptly. Which will contribute to a lifespan of coronary distress, stroke in the head, renal dysfunction, foot ulcers and eye problems etc. Diabetes is affected if the pancreas of the body cannot contain enough insulin or if cells and tissues of the body cannot use the insulin provided. [7].

Classification methods are widespread in the medical area for identifying and predicting diseases more accurately [8][9]. Classification is a function for data mining, which assigns groups or groups to objects in a database. In a classification model, for example, applicants may be classified as minimal, medium, or high credit risk[9] [10] [11] [12] [13].Classification has a large number of consumer segmentation uses, including illnesses, business modeling, advertisement, credit analysis [14] [15].

Predictions of diabetes that are not insulin-dependent are used to reduce the risk factor prior to organ damage. The company offers algorithms for the patient dataset (RF) and (SVM) to increase the consistency of attributes. By utilizing machine learning models, too, the authors in the study explained forecast diabetes in the future [16]. And also suggested that they will use more effective data sets to prevent diabetes in this model [17] [18] [19].

The remainder of the paper is structured as follows: Section II includes a related work on the used classification algorithms; Section III contains supplementary details regarding the IRIS datasets; Section IV explains the three approaches used in this study; Section V illustrates the experimental results and discussion; Section VI comparative studies on the mentioned techniques; and Section VII concludes the research work.

## II. RELATED WORK

The term "data mining" is a process of assigning individual objects in a database to one or a set of categories or groups. In the phase of classification, the objective is to correctly classify the target class for each instance. This section provides an overview of the most current and useful approaches to classification in various areas of machine learning that have been established by researchers in the last two years. Also, only focuses on, Random Forests(RF), and Support Vector Machine (SVM)as classifiers[10].

Tiwari and Singh [11] discussed the main characteristics estimate diabetes and also categorize the relationship of conflicting characteristics. The recursive removal of features with the random forest was used to make a significant function collection. The detection and prediction of diseases is an aspect of classification and prediction. The calculation of the proposed method states that the Apriority solution is a strong combination of diabetes (BMI) and glucose. The diabetes estimate was tested by XGBoost. Compared with the ANN solution, the XGBoost offers 78.91 percent higher precision and will benefit medical practitioners by decisions about care.

Maniruzzaman et al [12] Explained that Diabetes affected about 422 million people worldwide in 2014. The population is projected to reach 642 million by 2040. The main goal of this study was to develop a tool for predicting diabetic patients who are machine learners (ML). The p-value-and-chances risk factors for diabetes disorders were determined using logistic regression (OR) the study used four classifications, like naive Bayes, to forecast diabetes patients. Precision (ACC) and curve area are used to evaluate the accuracy of these classificatory systems (AUC). Result: The diabetes dataset came from the National Nutrition and Health Survey, which was completed between 2009 and 2012. The data was collected from 6561 interviewees, 657 diabetes monitors, and 5904 diabetes monitors. The combination of LR-based characteristic set and RF-based classification yields an ACC of 94.25 percent and an AUC of 0.95.

Geetha Devasena et al [13] Discussed that Machinelearning algorithms are being used to render possible forecasts. It entails the examination of accessible records. In health care, predictive analytics is mainly used to identify people who are in the early phases of diabetes, hypertension, respiratory failure, or any important lifelong disease. To forecast type 2 diabetes, the suggested system PDD employs data mining algorithms. K-Means Clustering and Random Forest are the data mining algorithms used in the proposed scheme. As opposed to hierarchical clustering and Bayesian network clustering with random-forest
prediction, the predictive model PDD produces improved performance in terms of precision.

Rout and Kaur [14] Explained Introduction of early prognosis and diagnostic data mining technology into health care needs greater precision. This paper is intended to review and discuss different study results of data mining methods used in mellitus diabetes. The study found that with the precision of SVM $97.95 \%$ the outcome could be called more variables and hybrid disciplines.

Borle et al [15] investigated the difficulties of forecasting potential ( Blood Glucose )BG by using a recent T1D dataset of 29,601 entries from 47 different patients, as well as a variety of machine learning algorithms and data preprocessing variants (corresponding to 312 [learner, preprocessed-dataset] combinations). To avoid the harmful long-term consequences of hyperglycemia, patients with Type I Diabetes (T1D) must undergo insulin injections. If we can correctly forecast a patient's predicted blood glucose (BG) levels based on his or her present characteristics, we can create an optimal protocol. They must therefore avoid injecting too much insulin since this will result in (potentially fatal) hypoglycemia. As a result, patients must adhere to a "regimen" that specifies how much insulin to administer at any given moment depending on different calculations. These findings indicate that the standard diabetes diary data may be inadequate to generate accurate BG prediction models; additional data may be required to construct accurate BG prediction models over hourly time intervals.

Vehí et al [16] Explained that the chance of extreme hypoglycemia is the key restricting factor in achieving tight glucose regulation in patients on intense insulin therapy. As a result, hypoglycemia remains the most common safety concern in the management of type 1 diabetes, lowering the standard of life for those who suffer from the condition. This study suggests using four machine learning algorithms to address the problem of diabetes management safety: (1) grammatical evolution for mid-term continuous blood glucose level prediction, (2) support vector machines to predict hypoglycemic events during postprandial periods, (3) artificial neural networks to predict hypoglycemic episodes overnight, and (4) data miniaturization. The plan consists of a mixture of the applied methods' estimation and classification capabilities. The resulting system greatly decreases the number of hypoglycemia episodes, increasing patient protection and giving them more trust in their decision-making.

Maeda-Gutiérrez et al [17] Discussed The aim of this analysis was to discover the factors that predict this complication. A total of 140 topics were included in the dataset, with clinical and preclinical characteristics. The models were assessed using sensitivity, accuracy, the field under the curve (AUC), and the receiving operational characteristic (ROC) curve in a statistical study. The findings show large values obtained by the model using this method, with just three characteristics as predictors accounting for 67 percent of AUC. It is likely to assume that this proposed approach will distinguish patients with DSPN,
resulting in a preliminary computer-aided diagnostic tool for the therapeutic field in aiding in the identification of DSPN diagnosis.

Viloria et al [18] Explained that New information and characteristics To evaluate and refine this technique, cCDon diagnosis of DM is needed. Other factors that lead to an accurate diagnosis, such as the concentration of glycosylated hemoglobin A, a biological marker of high significance that often provides an indicator of the type of treatment the patient receives to monitor their disease and health status, may be used to improve precision. In future work, new algorithms, or integrating them with other computational methods like genetic algorithms or particle swarm optimization, may be used to improve the classifier's accuracy and predictability. To make a conclusion, a doctor must examine the outcomes of a patient's examination and equate them to those of other people in similar situations, as well as examine prior decisions.

Ahmad et al [19]Explained that The aim of this paper is to investigate diabetic patient prediction and compare the input features of HbA1c and FPG. By applying five separate machines, we have developed high-performance accuracies, precision, recall, and F1-notes of the model in the dataset by using functional permutations and hierarchy clusters to determine if our data or features are not tied to particular models. In conclusion, we can identify important factors unique to the Saudi population whose management can lead to the control of the disease by the study of the disease utilizing selected features. We also make some of these study suggestions

Albahli [20]Discussed that The hybrid prediction model has an innovative approach which produces far better results than classical computer algorithms. Diabetes is a lifelong condition which may damage different sections of the body for a long time. The objective is to provide a high-precision model for various types of diabetes prediction beginnings. This may aid in early detection of diabetes without excluding findings of missed values. Practices: We are using K-means clustering to apply a noise reduction technology. Afterwards we run the XGB and Random Trees. Our T2ML model achieves higher accuracy than other studies with a precision of $97,53 \%$ by 10 -fold crossvalidation.

## III. DATASET

UCI Pima Indian Diabetes Registry is the dataset for the diabetes epidemic. The diabetes dataset contains the attribute name and the attribute description displayed in Table I. The dataset includes 768 tests, each of which has 9 attributes and 1 class with two possibilities such as positive and negative evaluated[21].

Table 1: Decryption of Attributes [21].

| S.N | Attributes Description |
| :--- | :--- |
| 1 | Amount of pregnancy |


| 2 | 2 hours of oral glucose resistance measure <br> Plasma glucose concentration |
| :--- | :--- |
| 3 | Blood pressure diastolic (mm Hg) |
| 4 | Folding thickness of Triceps tissue (mm) |
| 5 | Insulin for 2 hours serum (mm U/m1) |
| 6 | Index of body mass (kg/m)^2) |
| 7 | Pedigree feature for diabetes |
| 8 | Factor Class ( tested position or tested negative ) |
| 9 | Age ( year) |

## A. DATA MINING

Data mining concepts can analyze and classify large volumes of knowledge, group variables with common behaviors, anticipate potential incidents and track and manage patients' privacy[22] [23] .Artificial intelligence subset that utilizes large volumes of data to retrieve substantial data using previously undisclosed patpredictions [24][25] [26]. Data mining methods have been examined in many health cares trials to forecast the prevalence and characteristics of patients in pandemic conditions. The use of data mining in healthcare companies thus improves service reliability, quality decisions and decreases subjectivity and errors of human beings[27] [28][29].


Figure 1:Data mining techniques [30]

## B. DIABETES MELLITUS (DM)

In any age category DM is one of the greatest diseases. The more we will deal with the early diagnosis. Machine learning can allow people to make a tentative judgment on DM and can act as a reference for physicians, depending on their daily physical test findings. In DM study, the use of machine learning and data mining methods is a key
methodology for utilizing large volumes of accessible knowledge extraction data relevant to diabetes. DM is one of the highest targets of medical study, and ultimately produces a great deal of results, due to the extreme social effects of the individual illness. Computer and data mining approaches in DM are also definitely of considerable importance in terms of diagnosis, control and other clinical management issues. The most important issues for machine learning systems are how to choose the best functionality and classification [31] [32] [33]. Several algorithms have been used lately to forecast diabetes including regular machine learning approaches [34] [35] [36] [37].


Figure 2:Diabetes Mellitus [38]

## C. CLASSIFICATION

The data classification is a two-stage method, consisting of (1) a period in which the actual course of the instance is compared to the intended class and (2) a stage in which a phase in which preparation (or learning) takes place. When the hit rate corresponds to the observer, it is recognized that the classifier is able to distinguish future uncertain class cases. Data classification is a common activity in data mining. There are numerous classifiers used to classify data, including Bayes, function, rule-based, and tree classifiers. Classification aims to predict a specified discrete class variable's value correctly.


Figure 3: Classification steps of documents [34]

## D. RANDOM FOREST CLASSIFIER (RFC)

RFC is an effective decision tree ensemble used for largescale and multivariate pattern recognition. This ensemble learning is established based on the concept of random subspace recognition. This ensemble learning is established based on the concept of the random subspace method and the stochastic discrimination method of classification. a random forest model becomes a powerful tool to construct an ensemble of classification trees[39]. Successfully
applications of RFC have been reported in various studies. RFC is hundreds of Trees of Decision. Each node of the decision tree asks the data and the branches have potential answers to this problem. Random forest combines 100 decision trees. RFC is a supervised form of learning that can deal with classification and regression problems[40].

The algorithm works explain the following steps and Figure 4:

- Choose a random sample from a specific collection of results.
- Set decision trees for each sample, and the outcomes of each decision tree are predicted.
- Select the most forecast outcome for the last forecast [40].


Figure 4:The Random Forest Classification Architecture [40].

Table 2: RF benefits and drawbacks [41]

| Benefits | Drawbacks |
| :---: | :---: |
| 1) There is better precision. <br> 2) Capable of interacting with huge datasets. <br> 3) It efficiently and easily handles thousands of input variables. <br> 4) Provides detail on critical factors that are not used in the Classifying. <br> 5) Handles missing data while preserving precision. <br> 6) Prototypes are used to include details or meta data on the interaction between multiple variables. | 1) One of the more common issues discovered is overfitting a single data collection, especially in regression tasks. <br> 2) Random Forests struggle with multivalued and multivalued attributes, in several dimensions. <br> 3) They favor categorical variables of several levels. |

## E. SUPPORT VECTOR MACHINE (SVM)

The Vector Machine Support (SVM) is a supervised classifier used for regression as well as classification machine learning algorithms. It is mostly used to resolve issues of grouping. SVM aims to categorize data points into a multidimensional space by a sufficient hyperplane. The
judgment limits to define data points are hyperplane. The hyperplane classifies the data points with the highest classhyperplane margin [42]. SVM is a controlled model of computer education. It may be used with a limited collection of data containing fewer outliers. The aim is to split data points and a hyper path. This hyperplane divides space into various fields and contains a category of data for each domain. There are several hyperplanes to be selected to distinguish the two classes of data[40] [43] [51].


Figure 5: (a): Support Vector Machine with the hyperplane. (b): Support Vector [40]

Table 3: SVM benefits and drawbacks [44]


## V. EXPERIMENTAL RESULTS AND DISCUSSION

The results of applying the (RF) and (SVM) algorithms to the diabetes datasets, which are explained in detail in the" TABLE 1", were discovered using a web-based framework developed with Weka. Weka is a software package that includes visualization resources and algorithms for data mining and predictive analytics, as well as graphical user interfaces for quick access to these features. WEKA Engine: WEKA is a compilation of data mining machine learning algorithms. The algorithms may be explicitly implemented to a dataset or from our own Java code named. WEKA includes preprocessed, classified, regressed, clustered, assignment rules, and viewed data resources. It is also suitable for designing new systems in machine learning. We used WEKA as a data mining engine and built a bridge between the framework between Diabetes Expert System and WEKA. [30]. The simulation was performed on a laptop with a Core-i5 processor operating at 2.50 GHz and 4 GB of RAM.

## A. RANDOM FOREST CLASSIFIER (RFC)

In classification, Cross validation tests of various kinds are used. The researcher evaluated the Random Forest's success using a 10 -fold cross validation test in this scenario. The RF is checked on one-fold, while the other folds are used for training. The entire test is replicated five times, with the findings eventually being combined. In all cases of implementation, the results do not change. Only the time spent in the process changes. Where the first implementation process takes longer than in other cases, and the average absorption in all cases is equal to 0.02 seconds. The accuracy in all cases does not change and is equal to 73.2342 \% Cross validation is impacted by the time taken for building the model and the accuracy of the process. The execution of the process is repeated more than five times and each time the cross-verification value changes, its value ranges between 10 and 66 , so the time elapsed and the accuracy of the process varies each time. The time taken to build the model reaches 0.01 seconds as an average and the accuracy reaches $79.2208 \%$ as an average. Also, the percentage split affects the time it takes to build the model and changes its value from 40 to 90 , as the time taken varies and ranges from 0 seconds to. However, the accuracy in all cases tested in the process remains unchanged and remains the same. In addition, when cross validation is set to 10 , accuracy by class is detailed in "TABLE 4". In contrast, "TABLE 5" shows the RF efficiency metric. The weighted average accuracy is $75.7813 \%$, and it takes 0.01 seconds to build a model.

Table 4: Detailed Accuracy of RF by Class

| TP <br> Rate | FP <br> Rate | Precisi <br> on | Recal <br> $\mathbf{l}$ | F- <br> Meas <br> ure | MCC | ROC <br> Area | PRC <br> Area | Class |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.836 | 0.388 | 0.801 | 0.836 | 0.818 | 0.458 | 0.820 | 0.886 | tested <br> negative |
| 0.612 | 0.164 | 0.667 | 0.612 | 0.638 | 0.458 | 0.820 | 0.679 | tested <br> positive |
| 0.758 | 0.310 | 0.754 | 0.758 | 0.755 | 0.458 | 0.820 | 0.81 |  |
| Weig <br> hted <br> Avg. <br> 2.206 |  |  |  |  |  |  |  |  |

Table 5: Performance metric of RF

| Attribute | Value |
| :--- | :---: |
| Correctly Classified Instances | $75.7813 \%$ |
| Incorrectly Classified Instances | $24.2188 \%$ |
| Kappa statistic | 0.4566 |
| Mean absolute error | 0.3106 |
| Root mean squared error | 0.4031 |
| Relative absolute error | $68.3405 \%$ |
| Root relative squared error | $84.5604 \%$ |
| Total Number of Instances | 768 |

## B. SUPPORT VECTOR MACHINE (SVM).

In classification, Cross validation tests of various kinds are used. The researcher evaluated Support vector machine success using a 10 -fold cross validation test in this scenario. The SVM is checked on one-fold, while the other folds are used for training. The entire test is replicated five times, with the findings eventually being combined. In all cases of
implementation, the results do not change. Only the time spent in the process changes. Where the first implementation process takes longer than in other cases, and the average absorption in all cases the time taken to build the model reaches 0.01 seconds as an average and the accuracy reaches $68.1818 \%$ as an average. Is equal to 0.11 seconds. The accuracy in all cases does not change and is equal to 65.1042 \%Cross validation is impacted by the time taken for building the model and the accuracy of the process. The execution of the process is repeated more than five times and each time the cross-verification value changes, its value ranges between 20 and 80 , so the time elapsed and the accuracy of the process varies each time. Also, the percentage split affects the time it takes to build the model and changes its value from 40 to 90 , as the time taken varies and ranges from 0.06 seconds to However, the accuracy in all cases tested in the process remains unchanged and remains the same. In addition, when cross validation is set to 10 , accuracy by class is detailed in "TABLE 6". In contrast, "TABLE 7" shows the SVM efficiency metric. The weighted average accuracy is $65.1042 \%$, and it takes 0.29 seconds to build a model.

Table 6: Detailed Accuracy of SVM by Class

| TP <br> Rate | FP <br> Rate | Precisi <br> on | Recall | F- <br> Meas <br> ure | MC <br> C | ROC <br> Area | PRC <br> Area | Class |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.000 | 1.000 | 0.651 | 1.000 | 0.789 | $?$ | 0.500 | 0.651 | tested <br> negative |
| 0.000 | 0.000 | $?$ | 0.000 | $?$ | $?$ | 0.500 | 0.349 | tested <br> positive |
| 0.651 | 0.651 | $?$ | 0.651 | $?$ | $?$ | 0.500 | 0.546 |  |
| Weig <br> hted <br> Avg <br> 1.651 | 1.651 | 0.651 | 1.651 | 0.789 | $?$ | 1.666 | 1.546 |  |

Table 7: Performance metric of SVM

| Attribute | Value |
| :--- | :---: |
| Correctly Classified Instances | $65.1042 \%$ |
| Incorrectly Classified Instances | $34.8958 \%$ |
| Kappa statistic | 0 |
| Mean absolute error | 0.349 |
| Root mean squared error | 0.5907 |
| Relative absolute error | $76.7774 \%$ |
| Root relative squared error | $123.9347 \%$ |
| Total Number of Instances | 768 |

The researchers evaluated numerous classifiers on diabetes datasets, including Random Forest (RF), and Support Vector Machine (SVM). The results indicate that due to their differences in functionality, the classifiers offer different resolutions on different datasets. The accuracy, error rate, and time taken to build the model were all described in "TABLE 8". In comparison to Random forests and Support Vector Machine (SVM). Algorithm performs exceptionally well. The ultimate conclusion of this paper is that Random Forest has the maximum accuracy, minimum error rate, and takes less time to build the model than other classifiers. Also, the Random forest is graded second in terms of accuracy compared to the decision tree, which is
ranked last, even though the time taken to build the model is less than that of the random forest, as seen in the table below, and in the "chart 1 ". The accuracy was determined using the "Equations ( 1,2 )" as seen below.
Accuracy $=\frac{\mathrm{TP}+\mathrm{TN}}{\mathrm{P}+\mathrm{N}}$
Error Rate $=\frac{\mathrm{FP}+\mathrm{FN}}{\mathrm{P}+\mathrm{N}}$

The above-mentioned terms in the uncertainty matrix can be discussed in the following details: True Positive (TP) is the product of the positive class being predicted correctly by the model; True negative (TN) results in an accurate projection on the negative class by the model; false positive (FP) is an outcome in which a positive class is mistakenly predicted by the model; false negative (FN) results in the negative class prediction by the model incorrectly; Status Optimistic (P) the number of true positive data cases; status Negative (N) the number of actual negative data cases.


Chart 1: Compares the Accuracy and Error Rate of classifiers

Table 8: Comparison of accuracy, mistake rate and time needed to create Diabetes dataset model.

| Classifier | Accuracy | Error <br> Rate | Time <br> taken to <br> build <br> model <br> (second) |
| :---: | :---: | :---: | :---: |
| Random Forest <br> (RF ) | $75.7813 \%$ | $24.2188 \%$ | $0.01 \%$ |
| Support Vector <br> Machine (SVM) | $65.1042 \%$ | $34.8958 \%$ | $0.00 \%$ |

## VI. Comparative studies

Several classification algorithms based on the classifier used in this study were recorded in related works in this article, illustrating the essential tasks that the researchers with each method tested posed. In this part, the results achieved in this study were compared with the studies that the research has performed in the related work. Analysis [15] used RF on diabetes datasets to increase their efficiency accuracy for $94.25 \%$ accuracy for RF, as seen in related work. Compared
to this research, the author used RF to check for diabetes but got better results, with an RF accuracy of $75.7813 \%$.

In the Study [21], many optimization methods were used to classify diabetes datasets. In comparison to other approaches, such as the SVM method had the best precision, which was 99.2, according to the evaluation results. However, in this Study, the employed classifier performed on the same datasets, namely diabetes, while the researcher obtained better performance, which was 65.1042 \% obtained by SVM. Although the handprint recognition method was performed using a variety of approaches in datasets. In the Study [17]. The most substantial outcome achieved between them is that it has a $97.95 \%$ precision. In comparison, three classifiers are used on diabetes based on this research, with much better results than Study [17], where the 1 classifier is the SVM $75.7813 \%$ and RF 75.7813 \%.

Finally, when contrasting the findings of related work research algorithms to the results of this study, the results of this study tend to be higher, as seen in "TABLE 11". Compared to the other algorithms, RF worked higher than an SVM with 75.7813 \% accuracy and an error rate of $24.2188 \%$. Also, "TABLE 12" outlines the relation of this analysis to the studies analyzed by the researchers in the related work.

Table 9: comparison between this study and related work

| Study | Dataset(s) | Classifier | Accuracy |
| :---: | :---: | :---: | :---: |
| [11] | Pima <br> Indians <br> dataset <br> (PID) | ANN XGboost | $\begin{array}{cc} \text { ANN } & 71.35 \\ \text { XGboost } & 78.91 \end{array}$ |
| [12] | (PID) | - (NB) <br> - (RF) <br> - (AB) <br> - (DT) | -NB 86.67 <br> -RF 89.52 <br> - AB 90.79 <br> -DT 92.54 |
| [13] | K-means clustering algorithm | 5-nearest neighbor, and Bayesian network | NN -95.03 \% |
| [14] | $\begin{aligned} & \text {-BMI } \\ & -(\mathrm{PID}) \end{aligned}$ | $\begin{aligned} & - \text { SVM } \\ & -\mathrm{dYG} \end{aligned}$ | SVM-97.95\% |
| [15] | record set, feature set | - T1D <br> - Gaussian Process Regressi on | $\begin{aligned} & -\quad \text { GPR (48.65 } \\ & \mathrm{mg} / \mathrm{dl}) . \end{aligned}$ |
| [16] | $\begin{gathered} 1^{41} \text { and } \\ \text { dataset } 2^{42} \end{gathered}$ | $\begin{array}{ll} \hline- & \text { NCD } \\ - & \text { (SVC) } \\ \hline \end{array}$ | - NCD (66\%). |
| [17] | D1 and D2 | - RF | RF: $65 \%$. |
| [18] | (PID) | - (SVM) | -(SVM) (66.25\%) |


| [19] | HbA1c FPG | - LG <br> - SVM <br> - DT <br> - RF | -Logistic <br> Regression 80.86 <br> - SVM 82.10 <br> - Decision Tree 74.07 <br> - Random Forest 81.48 |
| :---: | :---: | :---: | :---: |
| [20] | (PID) | - LG <br> - NB <br> - M.L.P <br> - KNN <br> - DT | Logistic regression 78.70 <br> Naive Bayes 77.60 <br> Support vector machine 76.95 <br> M.L.P. classifier 74.72 <br> K nearest neighbor 70.83 <br> Decision tree 69.26 |
| This Study | (PID) | $\begin{array}{ll} - & \text { RF } \\ - & \text { SVM } \end{array}$ | $\begin{gathered} \text { RF: } 75.7813 \% \\ \text { SVM: } 65.1042 \% \end{gathered}$ |

VII. CONClUSION

In this analysis, we have suggested a system biology approach to the pathogenic pathway to identify essential biomarkers as drug targets and a plan to develop a new multi-molecular drug targeting for diabetes. Diabetes may be anticipated and prevented by analyzing important diabetes characteristics using data extraction techniques. A medical administration sees these motivational and necessary demands for Machine Learning. The principle of Machine Learning quickly pleased health organizations. Diabetes is a growing human disease that requires daily monitoring. To be sure that we find different machine learning algorithms to help before the estimation of the condition. The added model uses an intense gradient technique to increase random forest classification (RFC). The Machine Learning Diabetes library data collection is included in this application. The accuracy of the proposed algorithm improved the support vector machine, contrasting with others (SVM). The precision of our approach adopted is 75,7813 .
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