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Abstract— Biometric authentication is one of the most quickly 

increasing innovations in today's world; this promising 

technology has seen widespread use in a variety of fields, 

including surveillance services, safe financial transfers, credit-

card authentication. in biometric verification processes such as 

gender, age, ethnicity is iris recognition technology is considered 

the most accurate compared to other vital features such as face, 

hand geometry, and fingerprints.  Because the irises in the same 

person are not similar. In this work, the study of gender 

classification using Artificial Neural Networks (ANN) based on 

iris recognition. The eye image data were collected from the IIT 

Delhi IRIS Database. All datasets of images were processed 

using various image processing techniques using the neural 

network. The results obtained showed high performance in 

training and got good results in testing. ANN's training and 

testing process gave a maximum performance at 96.4% and 

97% respectively. 

Keywords— Gender prediction, Iris biometrics, Artificial 

Neural Networks, Canny Edge Detection. 

I. INTRODUCTION  

For gender Prediction, many unique biological features can be 

used, such as facial features, fingerprints, voice, retina, and 

iris, but the iris image features for gender prediction are more 

robust than other frameworks in the biometric authentication 

system[1], [2] [3]. Many countries use the iris recognition 

system for passports, forensic medicine, etc [4], [5][6]. 

The iris recognition system for identification is one of the 

most used techniques to maintain privacy and security in the 

field of protection systems such as fingerprint, voice or 

signature technologies, and other biometric technologies that 

are present in the person and his entity and cannot be 

changed[7], [8]. Iris recognition systems are at the top of the 

pyramid for these technologies, due to many of the features 

that make them go a long way in front of the rest of these 

technologies in terms of accuracy and safety, for example, we 

have not found, to this day, two people with the same iris as it 

does not change with the time or affected by circumstances 

External as in handprints, so it is considered one of the best 

biometric methods used in this field and now this technology 

has begun to spread and to increase its use in many areas of 

daily life, as in airports, banks, and others. The iris recognition 

system is done in several steps after obtaining an image of the 

eye, segmentation of the iris to extract features, and then 

matching patterns. (shown fig 1) [9][10], [11]. 

 

 
 

 

 

 

 

Fig1: the human eye[12] 

of brain neurons to process data and accomplish tasks in 

various fields, and they are the most popular patterns and 

methods of machine learning aimed at providing algorithms 

and software capable of learning by experience[13], [14]. 

When it is said that neural networks mimic the mechanism of 

action of vital neurons in the brain, this means two things: The 

first is a structural one concerned with forming the neural 

network to consist of a certain number of nodes, each of which 

is called a “neuron” linked with each other through artificial 

connections. The second thing is the behavioral aspect. That 

is, artificial neurons mimic vital neurons in how they generate 

and transmit signals between them, and the neuronal network 

as a whole must mimic the work of the brain in terms of its 

ability to learn from experience, and the more experience 

gained, the greater the strength of the synapses between vital 

neurons, and thus our performance in carrying out a task What 

better. The same should be true of artificial neural networks 

[15][16], [17]. 

In general terms, a neural network takes the form of multiple 

layers, each of which has a certain number of neurons. The 

least possible number of layers is three: the input layer, the 

output layer, and the hidden layer (or layers). The input layer 

receives the data that must be processed, and according to the 

input data values, certain neurons will be activated within the 

input layer, which in turn will activate the hidden layer 

neurons, and so on up to the output layer through which we 

obtain the decision related to the task to be performed. A 

neural network consists of neurons arranged in layers, with 

each neuron in each layer communicating with the neurons of 
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the previous and next layer [18], [19] [20]–[22]. (shown fig. 

2)  

 
 

 

 

 

 

 

 

 

 
Fig.2 Artificial Neural Network (ANN)[19] 

 

Canny Edge detection was first suggested by JOHN CANNY 

in 1986 [23]. Edge detection is a technique that extracts useful 

structural information from various visual objects and greatly 

reduces the amount of data to be processed. And it has been 

widely used in various computer vision systems. Kanye found 

that the edge detection requirements are similar in different 

vision systems, therefore, the wide application significance of 

edge detection technology can be realized. General standards 

for edge detection include the following:  

✓ The maximum number of edges in the captured 

image should be captured as accurately as possible to 

reduce the error rate.  

✓ The exposed edge should be placed precisely in the 

center of the rear edge.  

✓ Defined edges in the image must be marked only 

once, and wherever possible, image noise should not 

produce false edges.  

To meet these requirements, Canny used a varied method. The 

optimum function in Canny's detector is described by the sum 

of four exponential terms, which can be approximated by the 

first derivative of the Gaussian function.  Among the 

commonly used edge detection methods at present, the edge 

detection algorithm is precisely selected and it can provide a 

good and reliable detection method. Since it has the 

advantages of meeting the three criteria for edge detection and 

a simple implementation process, it has become one of the 

most popular algorithms for edge detection.  The edge 

detection algorithm can be divided into 5 steps: 

1. Use the Gaussian filter to soften the image and filter 

out the noise. 

2. Calculate the gradient intensity and orientation of 

each pixel in the image. 

3. A non-maximum suppression is applied to eliminate 

the spurious response caused by edge detection. 

4. Double threshold detection is used to determine true 

and potential edges. 

5. Edge detection is finally completed by blocking 

weak isolated edges. 

In this work, an iris recognition study for biometric 

identification and safety applications using ANN is presented. 

The application of backpropagation artificial neural networks 

(ANN) is discussed and implemented in this work. The iris 

images were obtained from bank online datasets to suit the 

proposed target.  

This paper discussed gender prediction from iris image data in 

the IIT Delhi IRIS Database using artificial neural networks 

(ANN). In section, I introduction of the basic concepts, section 

II reviewing the latest literature during the past four years, 

section III the steps of the approach taken, section IV 

presenting the results of the approach taken, and a table 

reviews the most recent papers and results obtained from the 

techniques used and their comparison in a table and discussing 

each technique and its challenges, Section V Conclusions 

drawn from the research. 

II. LITERATURE REVIEW 

Gender prediction strategies based on iris detection are 

commonly employed in the process of human identity, 

specifically biometric identification. Below is a review of the 

latest paper on gender recognition: 

A. Kuehlkamp (2018) [24], focused on determining if the 

details for prediction of gender are included in the iris stroma 

texture, the eye contour region texture, or both, using linear 

SVM and CNN. The results indicate that detail specifying the 

gender is mostly in the periocular region. 

K. Ito & et al. (2019) [25], proposed a prediction of age and 

gender from face images using convolutional neural networks 

(CNN). WideResNet has the highest record of age and gender 

forecasting relative to other architectures, where age by 

regression is estimated and gender by classification is 

estimated. 

Sreya K C (2020) [26], Presented a process for the prediction 

of gender using (ANN). Through a certain training process 

and more processing to obtain better accuracy. to identified 

gender classification extracted features the area, center, and 

bounding box from iris images. In the area and bounding box 

of normalized iris images, the male values are the largest. 

B. Fang et al. [27], pointed that the similarities between gender 

irises are indistinguishable using classic Dogman approaches 

and can be discovered through deep learning. Used a 

convolutional neural network (CNN) with two separate 

datasets of the iris to find the relationship between the left and 

right irises of the same person or different persons. 

S. Arora and M. P. S. Bhatia (2018) [28], aimed to determine 

the gender of faces using an approach based on convolutional 

neural networks (CNNs) on the publicly available CASIA 

dataset for face recognition. The results on CASIA benchmark 

demonstrate that superior classification performance can be 

achieved by using (CNNs) for gender recognition. 

A. Rattani & et al. (2018) [29], studied the prediction of the 

genus from RGB optic images captured by mobile using deep 

learning. Pre-trained convolutional neural network (CNN) 

architectures dedicated to gender prediction were 

implemented. To improve the accuracy of prediction, multi-

classifier fusion was used. 

A. Grazia Mignani & et al. (2016)[30], overcame causing 

misclassification when applying a Binary Statistical Features 

(BSIF) algorithm because it can create synthetic tissue, a 

modified BSIF method of genus classification from iris tissue 

images captured with NIR sensors was implemented. The 

latter had better gender classification results (94.6%, 91.33% 

) left and right eye respectively. 
. 
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III. METHODOLOGY 

the process of gender prediction can be made from the 
identification of the iris of the eye[31], Through the 
following stages (as shown in fig.3): 

• Eye image  
• Split digital image 
• Change the range of pixel density values 

(contrast stretching or normalization 
technique) 

• Extract attribute, Artificial Neural Networks 
(ANN) 

• Ranking 
• Train model 
• Recognition decision 

 
 
 
 
 
 
 
 

Fig.3 block diagram of gender prediction[32] 

A. Prepare the data 

Acquire digital images and perform processing operations 
such as filtering, segmentation, and image normalization to 
extract important features from the iris with high accuracy 
using a modified Canny edge detection algorithm  [33]. Shown 
fig. 4. 

 

 

 

Fig.4 Step of the canny algorithm[34] 

 

The image is processed by applying (blurring & filtering) 
to remove noise, improve the appearance of the image, detect 
the gradation of the edge and the direction of each pixel, to 
convert it into a binary image with thin edges after removing 
pixels that may not form the edge. Use threshold to discover 
possible edges of an image and then remove discontinuous 
edges [34], [35]. Shown fig.5. 
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c. magnitude d.Final 
Edge 
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Fig. 5 edge detection 

B. Segmentation 

Segmentation of the iris is the main step in completely 

identifying the iris. Its objective is to distinguish the 

functional iris pattern from other parts of the eye and noise 

[36]. The precision with which the iris is segmented will have 

a significant impact on the results of future treatment [37]. 

C. Normalization technique 

After segmenting the iris, the image must be normalized and 

brought into a similar range of gradient. Since the optical scale 

of the iris, the pupil location inside the iris, and the direction 

of the iris vary between individuals, it is necessary to 

normalize the iris picture such that it is universally represented 

with equivalent measurements. The normalization method 

was used to unwrap the iris and turn it into its polar 

counterpart. When considering that the center of the pupil in 

the eye picture was the reference point [38], [39].  

D. Extract attribute (ANN) 

Neural networks are complex neuron architectures that can 

accept several inputs to generate one output. This is a neural 

network's primary function - to transform inputs into useful 

outputs. Normally a neural network consists of one or more 

hidden layers in the input and output system [40]. all neurons 

influence each other in a neural network and are therefore 

interrelated. The network will recognize and track any part of 

the information set in hand and the relationship between the 

various data items. This is how neural networks in huge 

amounts of data will find very complicated patterns. Each 

node has a weight and is bound by another node on the next 

layer. Based on their relative value compared with other 

inputs, neurons are allocated weight. Data may be fed into the 

networks from input graphical analysis and trained to produce 

particular outputs [41]. 

 

E. Classification 

The project is implemented through artificial neural networks, 

the backpropagation algorithm is a commonly employed 

method in which the optimum performance is calculated for 

each input. Very useful for advanced feed networks. 

Backpropagation involves the process of stimulation of the 

artificial neurons (or "nodes"). There are two components: 

preparation and research. The initial layer is the network entry 

layer, and the final output layer is the network output layer 

[42]. The rest of the layers is called the hidden layers. The 

layers are connected with weights by knots. Training is carried 

out through a series of training data each with a related target 

output for controlled formation on a neural network. Finally, 

the grayscal image of the normal eye becomes binary and the 

characteristics are removed throughout the testing phase. Take 

the qualified data to determine if the test iris was male or 

female [43], [44]. 

Two units are made up of each neuron. The first unit adds the 

input signal products and the weight coefficients. The other 

unit is a nonlinear process called the activation feature of the 

neuron. To teach the neural network, a training data set is 

needed. Inputs consistent with goal success are used in the 

training data collection [45]. The first stage is to start the 

method of teaching with a high parameter value. In the second 

step, the weight coefficients are defined and the parameter is 

increasingly reduced [19], [46]. 

IV. DATA SET 

The IIT Delhi IRIS database comprises iris photographs taken 

from IIT Delhi, New Delhi, India, students, and employees. In 

January-July 2007, this database was acquired by JIRIS, 

JPC1000, optical CMOS camera in Biometrics Research 

Laboratory. The accessible archive is made by 224 users and 
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all images are bitmapped (*.bmp). The demographic range of 

all topics in the database comprises 176 men and 48 women 

between the ages of 14 and 55 years. The 1120 image database 

is divided into 224 separate directories with an integer 

identification/number each. These images are 320 x 240 pixels 

in size and all these pictures have been taken indoors [47]. 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

The IIT Delhi IRIS image dataset. A dataset of iris images 

classified by gender and age, 48 images for women and 176 

images for men. To ensure diversity of experimental data, the 

mixed iris samples were universal and sufficient. The IIT 

Delhi dataset contains 2240 images representing 224 persons. 

The resolution of these images is 320 x 240 pixels. In this 

work, selected Randomly extracted 60 samples as 

experimental samples. 30 samples for females and 30 

samples for males.  

To detect the edges of the iris, the Canny edge detection 

algorithm is used, then by Gaussian blurring to remove noise, 

and finally, the Circular Hough transform is applied to the 

Gaussian blurred image to detect the limbic boundary area, 

interpolation method applied in MATLAB functions [48]. 

The effect of Canny edge detection is shown in fig. 7, and the 

Gaussian blurred picture is shown in fig 8. The limbic border 

is plotted on the iris picture using the center and radius values 

returned as in fig 9. Iris image is cropped to fit the limbic 

boundary in that image, as shown in fig. 10. The cropped 

image is binarized using thresholds to achieve the pupil 

region. To obtain the pupillary region depicted in Fig.11, 

morphological closing, eroding, and opening are used. Thus, 

normalized images of 50 eyes were created to construct a 

training database [49], [50]. 

 

   
Fig. 6 original 

image 

Fig.7 edge 

detected 

Fig.8 gaussian 

 

  
Fig. 9 basic feature extraction 

 

  

 

Fig. 10 iris Fig. 11 
pupillary region 

Fig.12 limbic and 
pupillary 

boundaries 

 

 

 

 

 

 
Fig.13 normalized iris image 

 

Eight features were extracted from the image set selected for 

training artificial neural networks (ANN) and the mean, 

contrast, and standard deviation of the images are calculated 

to obtain additional features for training the network, the 

neural network input is the eye feature data set, and the 

gender data set is the neural network output  [51]. After 

processing the image, all the database images are converted 

into one-dimensional vectors to feed the neural network. All 

these vectors are fed one by one to the network in succession 

during training and testing operations along with the target 

values for each image[52]. The neural network is supposed to 

establish the input-output relationships between the images 

and their targets during the training process. Repeat the 

training process and adjust the neural weights in the right 

direction to reduce error and the network is ready for use for 

testing or recognition. The test is similar to training in all 

parts except for the absence of the weight adjustment part. 

The resulting outputs are used as the final evaluations of the 

network [53]. 
A basic neural network is built of 30 hidden layers, eight 

input, and one output. Epoch 500 and 0.01 learning rate. In 

our system, 10 images have been used for each of 60 Iris 

people. For training used 6 iris image and used 4 iris images 

for artificial neural networks (ANN) testing. Shown fig.14. 
 

 

 

 

 

 

 
Fig.14 neural network structure 

 

It is a feed-forward NN with 30 neurons, 500 epochs, and a 

learning rate of 0.01. A single output is provided by 8 features 

input to a neural network. the network took 0.7 seconds to 

reach the MSE of 0.042. The training took 500 epochs. 

Hidden layer sizes and types were chosen based on more than 

30 different trials with different layer functions and sizes until 

the best performance criteria were met. The qualified 

network's efficiency reached 96.4% in the training, while the 

test reached 97 %. Shown fig. 15. 

The neural network was trained using different parameters. 

The various criteria altered the preparation and test outcomes. 

The third experiment achieved the highest training score of 

96.4 %, while the evaluation performance hit 98 %. The 

parameters of the neural network and their associated training 

and test outcomes are seen in Table 1.  

TABLE I.   PERFORMANCE NEURAL NETWORK (NN) WITH DIFFERENT 

PARAMETERS 

Learning 

rate 

Momentum 

factor 

Bias 

values 

Training 

performance 

Test 

performance 

0.01 0.002 <0.01 94.2% 86 % 

0.001 0.2 <0.01 94.8% 96% 

0.001 0.1 <0.10 94% 97% 

0.001 0.1 <0.5 94% 67% 

0.001 0.2 <0.2 95% 91% 
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Fig.15 mean square error 

 
Fig.16 Loss and Classification Accuracy over Training 

VI. COMPARATIVE STUDIES 

Table 2 shows a comparison of the gender prediction from 

the previous research study of some of the current and 

proposed work performance. A comparison of the different 

matching and ratings was provided based on overall 

performance. 

 TABLE II. COMPARISON OF THE GENDER PREDICTION 

Ref Feature’s 

extraction 

algorithm 

Classification 

algorithm 

Data sets Accuracy 

J. Tapia & et 

al. (2019) [54] 

SRCNNs random-forest captured 

from the 

iPhone 

camera 

90.15% (right 

eye) 

87.15% (left 

eye) 

C. O. Lawal & 

et al. (2019) 

[55] 

CNN neural network 

CNN 

6000 images 

of Nigerians 98.72% 

M. Sandhya et 

al. (2021) [56] 

CNN Deep learning 

SVM 

Poly-U 
93.8% 

Ματινα (2019) 

[37] 

CNN (VGG-

16) 

CNN (VGG-

16) 

IITD 

 
100% 

CASIA-Iris-

V1 

 

98.3% 

CASIA-Iris-

thousand 

 

95% 

CASIA-Iris-
Interval 91% 

Sreya K C, 

(2020)[26] 

Canny edge 

detection 
ANN - SVM 

IITD 

 

value of the 

iris area and 

bounding box 

of females 

smaller than 

males 

B. Fang et al. 

(2019)[27] 

Daugman’s 

rubber 
CNN (VGG-

16) 

CAS-SIAT 

CASIA-Iris-

Interval 

94% 

(2019) [57] CNN 

CNN thirteen 

forest-

vegetation 

specie 

99% 

ANN 94% 

SVM 
91% 

(2018)[58] S1 & S2 

sound 

ANN  

CNN 

PASCAL 

Btraining 
97.9% 

(2020) [59] polyp edges 

and non-

polyp edges 

CNN + ANN 

CNN + SVM 

Kvasir 

97.9% 

Proposed 

work 

Canny edge 

detection 
ANN 

IITD 
96.4% 

 

CASIA data set is one of the most widely used datasets[37], 

[58], as well as the IITD datasets [26], [37]. That the accuracy 

of the algorithm's performance depends on several aspects, 

including the accuracy of the image in the database and the 

processing methods to extract the features later. Neural 

network techniques have proven classifiers to train the 

machine for the most accurate prediction [57]. 

ANN is a computing system that can be learned to conduct 

different activities, including the approximation of functions, 

classification, and data clustering [60]. One of the primary 

benefits of neural networks over classical statistical 

approaches used in previous iris classification studies is that 

they do not need advanced awareness of the data's probability 

distribution; rather, they learn the statistical distribution of 

each class through preparation. The neural network generates 

multidimensional judgment boundaries dependent on the 

properties of the training data. Additionally, it extracts all 

required features for the problem statement and feature 

selection and selects the critical features that increase the 

deep learning model's efficiency [61], [62]. 
When solving the issue of image classification (ANN), a 2-

dimensional image must be transformed into a one-

dimensional vector before model training. And two 

drawbacks are created by that: (i) As the picture size grows, 

the amount of trained parameters is increasing significantly. 

(ii) ANN loses the image's spatial characteristics. Spatial 

characteristics apply to pixel organization in an image. In 

input data needed to manage sequence data, ANN cannot 

record the sequential details [26]. 

But CNN captures the image's space characteristics. Spatial 

characteristics refer to the pixel structure and the image 

relationship. It helps us to correctly identify the item, its 

position, and its connection to other artifacts in an image. The 

principle of parameter sharing is now adopted by CNN [63]. 

A single filter is applied to produce a function map across 

various parts of the input. CNN automatically learns the 

filters without direct mention of them. These filters help to 

extract the correct and relevant features from the input data. 

CNN often performs well on sequential inputs [27], [37], 

[55], [56].  CNNs are used together with ANNs to serve as 

layers of classification or regression, although this depends 

on the issue statement [57]–[59]. 
 

VII. CONCLUSION 

The detection of Iris in today's world of IT is recognized by 

the unique features of the human iris as an efficient way of 

authenticating and identifying biometric ID systems in the 

business world. Iris recognition is one of the most powerful 

ways of biometric verification and identification, due to the 



161 

 

unique features of the human iris. This paper addressed and 

applied the use of the backpropagation ANN for Gender 

Recognition Classification. To ensure the accuracy of the 

neural network in iris recognition all datasets of images were 

processed using various image processing techniques using 

the neural network tool in MATLAB. The obtained results 

have shown high performance and given good results. The 

training process of the ANN has given a maximum 

performance of 96.4% while the test performance has given 

97%. Strong efficiency and successful findings have been 

achieved. In the future, we will introduce other techniques for 

classification and prediction. 
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