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Abstract— Due to the daily expansion of the web, the 

amount of information has increased significantly. Thus, the 

need for retrieving relevant information has also increased. In 

order to explore the internet, users depend on various search 

engines. Search engines face a significant challenge in 

returning the most relevant results for a user's query. The 

search engine's performance is determined by the algorithm 

used to rank web pages, which prioritizes the pages with the 

most relevancy to appear at the top of the result page. In this 

paper, various web page ranking algorithms such as Page 

Rank, Time Rank, EigenRumor, Distance Rank, SimRank, etc. 

are analyzed and compared based on some parameters, 

including the mining technique to which the algorithm belongs 

(for instance, Web Content Mining, Web Structure Mining, 

and Web Usage Mining), the methodology used for ranking 

web pages, time complexity (amount of time to run an 

algorithm), input parameters (parameters utilized in the 

ranking process such as InLink, OutLink, Tag name, 

Keyword, etc.), and the result relevancy to the user query. 

Keywords— Search Engines, Ranking Algorithms, WCM, 

Web Mining, HITS, Crawler. 

I. INTRODUCTION 

Generally, the World Wide Web (WWW) is a collection 

of hypertext documents that are connected together  [1, 2]. 

The WWW presents an architectural design for gaining 

access to documents linked that are widespread across 

millions of computers on the Internet [3–5]. Obtaining 

valuable information from the immense volume of 

information on the internet was one of the most difficult 

undertakings. Web search engines have emerged as a handy 

tool for searching for intended valuable content on the 

WWW by utilizing user-supplied search phrases [6]. In 

general, the results of the search process for the search 

engine are shown in the form of a list, which is often 

described as the search engine result page (SERP) [7]. The 

search engine retrieves the results of the search in a form of 

a jumble of irrelevant and relevant information [8]. To 

obtain any information on the web [9], the user uses the 

preferred search engine, enters a word or phrase to ask for a 

query, and therefore clicks on the retrieved results. No user 

can browse all web pages retrieved in response to the query 

requested by the user. As a consequence, search engines 

assist users in locating the most relevant web pages worth 

visiting by showing the resulting pages in a ranked order 

determined by various page rank algorithms [8, 10]. The 

traditional search engine technology may be generally 

categorized into two types [11]: human-powered directory-

based engines and crawler-based engines. The humans-

powered directory, such as the Open Directory, relies on 

humans to maintain its lists. In this setting, web pages are 

saved in various directories according to their type. 

Whenever a query is executed, it is first classified, and then 

the suitable directory is searched for the relevant web page. 

They are created when a website's owner sends the site for 

the reviewing along with a brief description of the website 

[11]. Generally, a search is limited to matches within the 

submitted descriptors.  

Web crawling, also known as a crawler or spider, is a 

process of downloading and storing web pages, most 

frequently for the purpose of indexing them in a search 

engine [12]. Generally, a crawler begins by adding an initial 

set of Uniform Resource Locators (URLs) to a queue, which 

stores and prioritizes all URLs to be retrieved [13]. The 

crawler retrieves URLs from this queue, downloads the 

pages, extracts any URLs included within the downloaded 

page, and adds the extracted URLs to the queue [3, 14]. This 

process's repetition is continued until the crawler decides to 

finish. The pages collected are eventually utilized for 

various purposes, such as web search engines. By 

automating the process of link traversal, Web Crawler 

facilitates users in their Web navigation. A web crawler 

generates a set of web pages that were searched and indexed 

by a search engine in order to satisfy the user's query. A user 
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submits a query to a precomputed index, which returns a list 

of documents matching the query [3]. In fact, the web 

crawler is the most critical component of a search engine, as 

it plays a critical role in retrieving the information. 

Algorithms for ranking web pages have a role in the last 

component. The exact information wanted by the user is 

unpredictable [15]. Thus, ranking algorithms of the web 

pages are created to expect the requirements of the user 

based on a variety of dynamic (such as popularity) and static 

(such as textual content and hyperlinks count) 

characteristics. These are critical aspects that contribute to 

the superiority of one search engine over another [15]. 

Ranking algorithms are critical for web pages' ranking in 

order to receive the best results that are the most relevant to 

the query requested by the user [16]. The search engine 

typical process is showed in Figure 1, which displays the 

block diagram of the user's search query. 

 

Figure 1: Search engine working process [14], [17] 

The aim of this paper is to provide an analysis for 

common various algorithms of ranking web pages, such as 

Page Rank, Hyperlink Induced Topic Search Algorithm 

(HITS), Weighted Page Rank (WPR), Weighted Link Rank 

(WLR), EigenRumor, Distance Rank, Time Rank, Relation 

based, SimRank, Query Dependent Ranking, Tag Rank, and 

Dirichlet Rank algorithm. 

II. WEB MINING 

Hyperlink Analyze is a portion of a larger study domain 

known as Web Mining, which is defined as the process of 

utilizing techniques of data mining in order for extracting 

valuable information from data on the Web [18]. Web 

mining assists the users of the internet about upcoming web 

pages to be visited later [19]. Three types of data, that may 

be gathered and utilized for analyzing Web Mining, 

including usage data, content data, and structural data. 

Based on the type of data to be mined [20], web mining may 

be classified into the following three main categories: 

1) Web Usage Mining (WUM):- This method discovers an 

internet user's usage history of the visited web pages. A 

log file is generated for each user of the internet and 

gives a higher weight to web pages that are most visited 

by the users of the internet [17]. The most common 

utilization data gathered on a web page [18] includes 

the users' access times, IP addresses, and page 

references.  

2) Web Content Mining (WCM):- WCM is in charge of 

searching for the most relevant and accurate 

information from web pages' contents on the internet 

[19]. The content data refers to the collection of facts 

that a webpage was created to provide to its users. It 

may be composed of photos, text, video, and music, as 

well as organized data in form of tables and lists [18].  

3) Web Structure Mining (WSM):- This method explores 

WWW by taking into account the web pages' 

hyperlinks. It can give additional weight to web pages 

that have significant and valuable links for example 

ones that have a larger number of OutLinks. In addition, 

the web pages that have a larger number of InLinks can 

be considered the most significant if they are linked 

with a larger number of other websites [17].  

Web mining employs a variety of techniques such as 

clustering, association rules, and classification to extract 

data from WWW [17]. Clustering methods include grid-

based clustering, clustering by agglomerative methods, 

partitioning clustering, model-based clustering, and density-

based clustering [21–26]. Association rules involve some 

techniques such as quantitative, multilevel, and 

multidimensional. While the classification methods used are 

the Bayesian classification technique, Decision Tree (DT), 

Support Vector Machine (SVM), and Artificial Neural 

Networks (ANN). 

III. RANKING ALGORITHMS 

Due to the massive amount of information on the 

internet, some approaches are required to retrieve the 

information relevant to the user query. The mechanism for 

retrieving the information from the internet is strongly 

depending on the search engine [27]. A search engine's 

primary role is to provide relevant and accurate results to an 

internet user's query. The search engine ranks pages 

descending based on the most relevant by using a variety of 

ranking algorithms [28]. The ranking of a web page for a 

particular query is based on a variety of factors, such as the 

relevancy to the concepts and words contained in the user 
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query, its link popularity, and so on. Numerous ranking 

algorithms assess the relevance of websites depending on 

their content (web content mining), while others are 

depending on the web page popularity (web structure 

mining), and yet others combine both structure and content 

mining to determine the web page's relevancy. The various 

algorithms that are used to rank web pages are explained 

below: 

1. PageRank Algorithm (PR) 

It is the most popular algorithm used for computing web 

page ranking. It ranks web pages based on their InLinks and 

OutLinks. A certain web page is considered important when 

it has multiple InLinks. In other words, the greater number 

of OutLinks to a certain webpage, the more significant the 

webpage. This technique initially determines the count of 

OutLinks and InLinks on the page in order to calculate the 

ranking of that page [29].  

2. Weighted Page Rank Algorithm (WPR) 

It is an improved version of PR algorithm. The page 

rank is calculated through determining the popularity of the 

page. The web page's popularity is determined by counting 

InLinks and OutLinks on the page. WPR doesn't distribute 

the web page rank uniformly across its OutLinks. WPR 

algorithm presents page rank to all OutLinks web pages 

based on the webpage popularity [30].  

3. Hyperlink Induced Topic Search Algorithm (HITS) 

This algorithm determines the rank of a web page based 

on its popularity. Additionally, it computes a web page's 

InLinks and OutLinks. This algorithm is suggested by Jon 

Kleinberg, which divides web pages into two types, namely 

Hub and Authorities [31]. The term "Hub" refers to a page 

that has links to several web pages. While the term 

"Authority" refers to a webpage that is pointed to by other 

pages. The HIT-based algorithm works by determining the 

popularity of a web page in order to calculate its rank. The 

popularity of a web page is evaluated by calculating its input 

(Authority) and output (Hub) links. 

4. EigenRumor Algorithm 

Due to the fast increase in the number of blogging sites, 

producing a ranking for a blog is becoming increasingly 

challenging. If both PR and HITS algorithms are applied to 

blogs directly, the rank of each blog is determined by the PR 

algorithm, which does not allow for the provision of blogs 

based on their importance. To address this issue, K. 

Fujimura et al. [32] introduced the EigenRumor algorithm 

in order to rank the blogs. This Algorithm assigns a rank to 

each blog based on the weights of the bloggers’ authority 

and hub, as determined by the eigenvector computation.  

5. Distance Ranking Algorithm 

This method [33] is suggested by A. M. ZarehBidoki 

and N. Yazdani, based on reinforcement learning that takes 

the logarithmic distance between web pages into account. 

This method ranks pages according to the smallest 

logarithmic distance between different pages.  

6. Query-Dependent Ranking 

In this approach, Lee et al. [34] Make utilization of user 

queries to improve page ranking algorithm’s performance. 

A component dedicated to computing the similarity among 

user queries has been integrated into the page ranking 

algorithm. The algorithm analyzes the similarities of user 

queries and then utilizes this information to determine the 

final results to be retrieved for the query of the user. 

Frequently, the same queries are repeated by the same or 

various search engines. This method utilizes this 

information smartly to calculate the ranking score of pages 

and to increase the accuracy and recall values, which imply 

higher quality.  

7. SimRank Algorithm 

A novel methodology based on the vector space model 

was suggested, which utilizes the similarity from the vector 

space model to determine the web page’s rank. This 

technique [35] efficiently gives a rank to the pages to be 

fetched by the search engine. The majority of conventional 

page rank algorithms determine the page rank based on the 

link structure of the pages, and some of them completely 

disregard the content of the pages. While the SimRank 

algorithm takes the content of web pages into account when 

determining a web page’s overall rank score.  

8. Weighted Link Rank Algorithm (WLR) 

With the assistance of a PR algorithm, WLR was 

developed by R. Baeza and E. Davis [36]. This technique 

calculates the weight of a link based on three separate 

parameters: the tags, the length of the anchor text, and the 

relative location within the web page.  

9. Relation Based Algorithm 

A semantic web-based page ranking algorithm was 

presented by Lamberti et al. [37] for search engines. The 

semantic web is an extremely beneficial tool that has been 

utilized to improve the performance of the webpage ranking 

algorithm [38–42]. This algorithm is utilized by the search 

engines that are based on a semantic web in order to enhance 

the efficiency of the ranking algorithms. The algorithm 

makes use of data from user searches and associated 

information in order to increase a web page’s rank score. 

This web page rank algorithm was discovered to be low in 

terms of time complexity and to deliver excellent accuracy 

in the results of the user search. Additionally, this method 

was enhanced further by including the scalability of 

semantic web-based page repositories.  
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10. Tag Rank Algorithm 

A social annotations-based algorithm has been 

proposed by Jie et al. [43] in order to rank the web pages. 

This method measures the tags’ heat via utilizing the time 

factor associated with the new data source tag and the user’s 

annotating activity. In addition, it improves the 

authentication process for web page ranking.  

11. Time Rank Algorithm  

This method was presented by H. Jiang [44] in order for 

enhancing the rank score of a web page by utilizing the 

duration of a visit. This technique makes use of WUM to 

identify the level of significance of a page for the user. This 

method adds the visiting duration to the PR algorithm’s 

computed score of the web page. If a page’s content is 

relevant to the user query, the user will stay on the page for 

a long period of time; otherwise, the user will exit fast, 

resulting in a brief visiting duration to the page.  

12. Dirichlet Rank 

This method [17] was developed to calculate the page 

rank of the web pages based on their trusted information and 

utilizes them in the page ranking of the web page. This 

algorithm determines the quantitative vertex ranking of a 

subset of nodes and utilizes it to rank pages. It classifies 

certain nodes as trusted and others as less trusted or 

mistrustful. This trust-based page ranking algorithm 

enhances the page ranking module's quality. 

TABLE 1: A COMPARISON BETWEEN DIFFERENT WEB PAGE RANKING ALGORITHMS 

 

IV. DISCUSSION 

In general, web page ranking algorithms can be divided 

into three main categories based on web mining techniques: 

WCM, WSM, and WUM. The first category takes the 

content of the web page into consideration, while WSM 

ignores the content and takes the structure of the web page, 

including InLinks and OutLinks. The third category, which 

is WUM depends on the usage history of the visited web 

page. Logically, the content of the page can not be ignored 

and should be considered in order to give better results with 

higher relevance to the user query. As shown in Table 1, it 

can be observed that WCM-based algorithms provide high 

accuracy in terms of relevancy, but they take more time 

since they compare the user query to the content of the page, 

such as Query-Dependent algorithm and SimRank 

algorithm. The Tag Rank algorithm provides low relevancy 

with less execution time because it compares the user query 

with the keyword associated with the web pages rather than 

the content of the web page. In order to provide higher result 

relevancy with lower time complexity, I believe it is 

preferable to combine more than one algorithm to produce a 

hybrid ranking algorithm.  

V. CONCLUSION 

Generally, to explore information on the internet, users 

utilize search engines. Users submit the query to obtain 

results that are retrieved by the search engine. In order to 

decide which page to be presented at the beginning of the 

search results, different algorithms for ranking the web 

pages are employed by the search engines. This paper 

Algorithm Technique 

used 

Methodology Time 

complexity 

Input parameters Result relevancy 

PR WSM The page's rank is computed based on the number of 
InLinks and OutLinks.  

O(log n) InLinks and 
OutLinks 

Low relevancy 

WPR WSM The page rank is calculated by assigning a weight to a web 

page.  

Less than 

O(log n) 

InLinks and 

OutLinks 

Higher than PR 

HITS WSM, 
WCM 

Calculates the Authorities and Hubs.  Less than 
O(log n) 

Logs history Moderate 
relevancy 

EigenRumor WCM Uses extra parameters to improve the algorithm of 

weighted page rank.  

Less than 

O(log n) 

InLinks, OutLinks, 

and Blogs 

Higher than PR, 

HITS, and WPR 

Distance 

Rank 

WSM Compute the rank of the web page based on reinforcement 
learning, which takes into account the logarithmic distance 

of the web pages.  

O(log n) The distance 
between pages 

Moderate 
relevancy 

Query-

Dependent 

WCM Utilizes the similarity among the queries to compute the 
rank of the page.  

- Training query High relevancy 

SimRank WCM Utilizes the similarity among the queries to compute the 

rank of the page.  

- Training query High relevancy 

WLR WSM Assigns weight on the basis of relative position, OutLinks, 
and InLinks in the page.  

- Link structure and 
content 

- 

Relation 

Based 

 

WSM A semantic-based search engine would take keywords into 

consideration and retrieve pages only when both keywords 

are existed on the page and are relevant to the associated 
concept as defined in the relational note of each page.  

- Keywords High relevancy 

Tag Rank WCM Utilizes visiting duration for ranking the page. The 

sequential clicking is utilized sequence vector.  

Less than 

O(log n) 

Popular tags on 

the page, InLinks, 
and OutLinks 

Low relevancy 

Time Rank WUM Visiting duration is used with the computational score of 

the original page rank algorithm.  

- Server logs and 

Page Rank 

High relevancy 

Dirichlet WSM, 
WCM 

Computes the rank of the page based on link attributes: 
anchor text length, tag where a link is contained, position 

on the web page.  

O(log n) Tag name, 
position, and 

anchor text 

Medium 
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conducted an analysis of the existing algorithms in ranking 

web pages. In addition, a comparison of the various 

algorithms was done based on multiple parameters, such as 

web mining technique, and algorithm methodology, as well 

as input parameters, and the relevancy of the result to a user's 

query. Finally, as shown in Table 1, among all 12 ranking 

algorithms, it can be observed that the algorithms that 

perform better in terms of relevancy were Query-Dependent, 

SimRank, Relation Based, and Time Rank algorithms. 

While WPR, HITS, EigenRumor, and Tag Rank were the 

algorithms that perform better in terms of time complexity. 
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